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Abstract

An improved version of Integrated Probabilistic Data As-
sociation Filter (IPDAF) based on a new concept of prob-
ability of target perceivability was introduced recently.
This paper presents theoretical results of a new formu-
lation for IPDAF. Validity and comparison of this new
IPDAF with its previous version is discussed through sim-
ulations results presented at the end of the paper. This
provides a new basis of an integrated approach to track
initiation, confirmation, termination and maintenance.

1 Introduction

The purpose of tracking is to estimate the state of a tar-
get based on a set of measurements provided by a sensor.
For tracking in a clutter-free environment, the target is
always assumed perceivable and the measurement is as-
sumed to be available, unique and to arise from the target
at every scan. In such a case, tracking follows conven-
tional recursive filtering. For tracking in clutter, conven-
tional filtering techniques cannot be used because several
measurements are available at every scan and at most one
measurement can arise from target when the target is per-
ceivable by the sensor. Moreover tracking target in clutter
involves track initiation, confirmation, maintenance and
termination. Track initiation, confirmation and termina-
tion are basically decision problems whereas track main-
tenance is an estimation problem compounded with mea-
surement uncertainty. We focuse our presentation here
mainly on the track maintenance problem. Track confir-
mation and termination criterion will be shortly discussed
at the end of this paper before simulation results analy-
sis. Many probabilistic descriptions of decisions on track
initiation, confirmation and termination have been devel-
oped in the past [10]. A fundamental limitation of the
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Probabilistic Data Association Filter (PDAF) [1, 3] is the
implicit strong assumption that the target is always per-
ceivable. Of course in many real situations, this is not the
case. A new algorithm, called now Integrated Probabilis-
tic Data Association Filter (IPDAF), was first developed
by Colegrove and al. [4] and then by Musicki and al.
[13, 14] in order to remove the implicit strong assumption
on target perceivability done by Bar-Shalom and Tse. Up
to now the most appealing algorithm is the latest version
of the IPDAF developed recently in [3, 11] which includes
a more rigourous concept of target perceivability into its
formalism than before. The development of a new IPDAF
version presented here follows the approach of Colegrove
rather than the Musicki’s. Simulations results show that
this new IPDAF formulation performs a little bit better
than the previous one [11] and has also a theoretical jus-
tification.

2 Target perceivability

At time k, the target state of perceivability and its com-
plement is represented by the exhaustive and exclusive
events

Oy
Ok

{target is perceivable}

> 1>

{target is unperceivable}

Oy will denote both the fact that target is perceivable and
the random event. When there are validated measure-
ments at time k, the intersection of these events with the
classical data association (DA) events involved in PDAF
formalism [1]

0 (k)
0o (k)

{yi(k) comes from target}

A
£ {none of y;(k) comes from target}

defines a new set of existence events :

E_i(k) & Opnoi(k) i=1,...,my
g(k) 2 Opno(k)
Eo(k) = OrNbo(k)
E(k) 2 Oprnbi(k) i=1,...,my
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Since target measurement cannot arise without target
perceivability, events £_;(k),i = 1,...,my are actu-
ally impossible. Therefore, we have £ ;(k) = ( and
PLE (YY) = PLe(R)Y*1} = P{E(k)} = 0
for i = 1,...,mg. Only events &(k), Eo(k) and &;(k)
(i=1,...,my) may have a non null probability to occur.

3 Target state estimation

mg 7& 0
Using the total probability theorem, one has

%o (k|k) +Z&

where %;(k|k) £ E[x(k)|E:(k), Y] is the updated state
estimate conditioned on the event &;(k) that the target is
perceivable and the ith validated measurement is correct.
xp(k|k) is state estimate conditioned on the event & (k),
that the target is unperceivable and none of the measure-
ments are target-originated. f;(k) & P{&(k)|Y*} are
called the integrated a posteriori data association prob-
abilities because they take into account (integrate) both
data association and target perceivability events. Con-
ditional state estimates are given by the classical PDAF
formalism

3.1 Casel:

x(k|k) = )% (klk)

Xi(k|k) = x(k[k —1) + K(k)[y:(k)
The gain K (k) is the same as in the standard Kalman filter
[2] since conditioned on &;(k) there is no measurement
origin uncertainty. For ¢ = 0 and i = 0, if none of the
measurements is correct (whatever the perceivability of
target is), the estimates are :

— y(klk —1)]

Seo () = %o (K[K) = %(k[k — 1)

Combining these conditional estimates yields the state up-
date equation

x(k|k) = x(k|k — 1) + K(k Zﬁz [yi(k) — y(k[k —1)]

The covariance P (k|k) of estimation error is given by

P(klk) = P! — x(k|k)%' (k|k) (1)

with

P! = Bi(k)[%i (k| k)% (k| k) + P(k| k)]

Pe(k|k) = [;— i{(k)H(k)]P(mk 1)

When the target is present in the environment but is not
perceivable (hypothesis &(k)) by the sensor at time k for

some reason (i.e. sensor momentary down, target occa-

sionnally hidden, etc), the best we can do is to use the

predicted value of the state estimation error covariance as

the updated one, that is
Py(klk) =P(klk —1)

Under hypothesis Ey(k), the covariance Po(k|k) is given

by [7, 8, 9]

Po(klk) = [T+ qoK(k)H(K)|P (k[k — 1) (2)

where qq is a weighting factor given by [7, 8, 9]

@02 Pa(Py — Pyy) _ PaPy(1—cr) >0
0 1— PP, ~ 1—PgP, ~
Py, P,y and cr are given by
Py = P{X%y <}
Pyg 2 P{X%y+2 <7}
s Tyl +ny/2)

T (0, /2T (n,/2)

cr is a ratio of incomplete Gamma function defined by

(03
To(z) 2 / u e du
0
From equation (1) and previous expressions, we get

Bo (k)P (k[k — 1) (3)
+00 (F) I+ qoK(k)H(K)|P (k|k — 1)
+(1 = Bo(k) — Bo(k))PC(klk) + P (k)

P(klk) =

The stochastic matrix f’(k‘) has the same expression as in
the standard PDAF [1] and will not be given here due to
space limitation.

3.2 Case2: mp=0

When there is no validated measurement in the gate Y* =
{Y(k) = 0,my = 0,Y* !} we theoretically have using
theorem of total probability

%(klk) = Py X (K[R) + (1= Py o)X ([F)
where Pk| L_1,0 1S given by (see section 4.1)
(1 — FaPy )Pk|k 1
P1?|k»—1,0: 1—PPP (4)

d klk—1

PI?lk | = P{O,|Y*~1} is given in section 4.2 and

xO(klk) £ E[x(k)|Og, mx =0, Y]

xO(klk) 2 E[x(k)|Ok,mp =0,Y"}



But actually, when there is no measurement, there is no
way to improve state estimate whatever the perceivability
of the target is; thus we have

%O (k) = X (k[k) = %(k|k — 1) (5)
and therefore
(k[k) = x(k|k — 1) (6)

The covariance P(k|k) associated with the estimation er-
ror is then given by

P(klk) = PQy_1 oPO (k) + (1 — P,y o) PO (k|k)
with
PO(klk) = [I+ qoK(k)H(K)P(k|k — 1)
PO(klk) = P(klk—1)

Hence we get

P(k|k) = [T+ qoPd,_ 1 JK(E)H(E)P(k|k —1)  (7)

3.3 State prediction

Prediction of the state and measurement is done using

classical Kalman filter equations. The predicted covari-

ance is given by
P(k+ 1|k) = F(k)P (k[k)F'(k) + Q(k) (8)

where P (k|k) is given by (3) or (7) depending on my,.

4 Association probabilities

When my, # 0, one has to evaluate for i = 0,0, 1...my
Bi(k) & P{E(k)Y (k), my, Y51} (9)

Using Bayes’ rule, one gets

1 _
Bi(k) = EPilpiQP{OklmkaYk "
1
Bo(k) = EP(}POQP{OMmk,Y’“_l}
1 _
Bo(k) = EP(—}P(—)QP{OMmk,Y’“_l}
where ¢ is a normalization constant such that
Soitoo.. Bi(k) = 1.
e for i = 1...my and assuming the true measurement

residual Gaussian distributed in the validation gate
of volume Vj, and false alarms uniformly and inde-
pendently distributed in Vj, with pp, we have [1, 2, §]

Pl 2 p[Y (k)|Ei(k), my, YET] = V™ H e (k)
PQAP{Q( )|Ok,mk,Yk 1} _ 1 Paby

Cc1 Mg
P{Ok|mkaYk 1}_ k|k 1,mp

ei(k) £ P 'Nl(yi(k) —y(k[k—1));0;S(k)]
c1 & PyPy+ (1= PuPy)&
& 2 fo ()
o (my — 1)

e for ¢ =0, we have
PO _p[ (kj)|€0(k),mk,Yk—1] =
P02 £ P{eo( )|Ok,mk,Y’“_1} =
P{Ok|mk Yk 1} ==

v,
£5(1 — PyPy)

k|k 1mk

e for i = 0, we have

Py £ p[Y (K)|E5(k), my, Y] = V7™
P2 £ P{eo( )|Ok,mk,Yk_1} =1

P{Ok|mkaYk =1- Pk|k 1,mp

The conditional predicted target perceivability probability
PI?I k—1.m, Will be explicited in the next section. Combin-
ing previous equations yields following final expressions

1

5@'(@ = - (k)PI?“c 1,mp (10)
Bok) = ~bo(W)EG s m, ()
1
Bo(k) = —boey (1 = Pfp—1,m,) (12)
with
A %1 PdPg
bo(k) £ w PdP &k (13)
bo(k) 2 ”;: By [PaPo + (L= PaPp)s] - (1)
Remarks :

e These new expressions for f§;(k) are coherent with
Bar-Shalom derivation (taking into account Li and
Guézengar correction term) for which perfect perceiv-
ability of the target was assumed (replace Pk| k—1.m
by 1 into (10)-(12)).

e Following [5, 3, 8, 11] additional amplitude and/or
recognition information can easily be taken into
account within G;(k) by replacing e;(k) terms by
ei(k)pi(k). pi(k) being the ratio of the pdfs of the
amplitude feature/or another recognition feature of
the true to the false measurements.

e Since the true clutter density is never known in most
of practical applications, it must be estimated on line.

The simpliest estimator A\, = mv: is mostly used. The

more appealing estimator suggested in [12] A\ = 0
(when my, = 0) and when my, # 0

1
A = —(my — PdPgPI?M’—l,mk)

7 (15)



should provide theoretically better results than the
previous one. However since PI?I k—1.m is itself a func-
tion of the unknown clutter density A\ (as we will see
in (16) and (18)), this estimator cannot be used di-
rectly without a good model for the prediction of A. A
better issue is to use one of the three classes of theo-
retically solid estimators of the clutter density based
on the Bayesian (conditional mean) estimation, the
maximum likelihood method and the least squares
method developed in [8, 12].

4.1 Derivation of pk(|)k—1,mk

The evaluation of 3;(k) (i = 0,0,...my) requires the
computation of conditional predicted target per-
ceivability probability PI?Ik—l,mk 2 P{Og|my, YF~ 11
Due to space limitation, we only give here final expression
for PI?I —1.m, (see [8] for details). ~After elementary
algebra, it can be shown (using Poisson prior for up)

(1 — ek)PI?M’—l

Pt = T g, (16)
with
P = P{OKY*!} (17)
A {PdPg mi =0 a8)
PaPy(1— P5) my #0

The derivation of unconditional predicted target per-
ceivability probability PI?I 1 Will now be presented.

4.2 Derivation of pk(|)k—1 and P,ﬁk

16
Pk|k—1

the following concise forms [8, 12, 11]

and PI?I .. can be obtained from Bayes’ rule and take

Py =m1 P g+ maa(l— POy ) (19)
o
g, = S e (20)
| 1= (bkplg)lk’—l
where

PP my = 0
Pr = PP — (21)

PdPg(l DY Zi:l 61') mig 75 0
Thus, unconditional perceivability probabilities PI?I 1

and PI?I .. can be computed on-line recursively by (19) and

(20) as soon as the design parameters 71, w21 and P1(|)o
have been set. First theoretical investigation on design
of trackers for perceivability probability enhancement can
be found in [10]. In this reference (and in our simula-
tions), authors assume that the sequence of perceivability

state for the target {Oy} can be modeled as a first-order
homogeneous Markov-chain, i.e.

P{Ok|Ok-1}

P{Ok|Ok-1}

A
T =
A

21

4.3 Closed form of j;

The following relations can be obtained from (10)-(14) and
(16) using elementary algebra

1 AV,
(1= ¢r) Pty = —=—=(1 = PuPy)(1 — &) Py,
Cc1 Mg
1 PP, 0 =
4+ — V(1 —€x) Py, ei(k
P k(1 — k) Py, 1; i(k)
0
c=V7mk 71 — O
1-— ekPI?M’—l
m (1- 3PS,
Bo(k) + ) Bi(k) = ———55— = P{Ox|Y"}
; 1- (bkpjﬁk_l
1—-pr°
klk—1 o 2 k
Go(k) = ————————=1— P, = P{O]Y"}
0 1 _ (ka}?“g_l k|k

Rearranging expressions (10)-(14) yields the following use-
ful concise forms for 3;(k)

Bi(k) = Ei(k)/C  Bo(k) = Bo(k)/C By(k) = By(k)/C

where the normalization constant is C' = 1 — qkalfl oy and
Ei(k), Bo(k), By(k) are defined as

1 PP,

Bik) & ——2v(0- ek)PI?Uc—l x e;(k)
c1 Mmyg
1 \V,

Bo(k) 2 —ZE(1—PyP)(1 - e)PS_y
Cc1 Mg

Bg(k) £ 1-P,

5 Track confirmation

The track confirmation or termination can be done using
different approaches. In [11] authors propose to compare
the probability of perceivability with some given confir-
mation and termination thresholds P, and P; as follows

if POy, > P. = 61, = He(k) (confirmation)
if P, < Pi= 61, = He(k) (termination)
Their choices for P, and P, for tracking probability en-

hancement can be found in [10]. We propose here another
approach based on the Sequential Probability Ratio Test



(SPRT). To perform this test, one has to choose the prob-
ability of decision error of first and second kind defined
as

Pp = P(ow (k)= He(k)|He(k))

Py = P(Sw (k) = He(k)|He(F))
where 0w (k) corresponds here to the decision taken by
the following decision rule (SPRT) at time k

if SPR(k) > A= éw (k) = H.(k) (confirmation)
if SPR(k) < B = 0w (k) = Hz(k) (termination)

with
k 1 — ¢)PCQ
SPR(k’) _ P{Yk, Qk} _ ( ¢k)ok|k—l (22)
P{Y*, O} 1-PQ,

The decision dy is postponed to next scan whenever B <
SPR(k) < A. The SPRT bounds A and B are given by

_1—-Py
-5

Py

A B =
1-Pp

and

Actually, both criteria presented here concern only in-
stantaneous decision. However during tracking process,
a track can either be declared confirmed during several
scans, terminated or being a tentative track because of
the possible fluctuations of PI?I  computed by the IPDAF.
This phenomenon generates difficulties to evaluate IPDAF
performance in Monte Carlo simulations because we could
average some tracks which correspond most of the time
only to tentative tracks based on false measurements. To
overcome this problem, two other procedures have been
used in our simulations for track confirmation decision.
These procedures are both based on the percentage of in-
stantaneous confirmation decision over the time of inter-
est. Thus in the following, a track will be deemed con-
firmed by the procedure 1 or by procedure 2 whenever at
least 80% of time, one has d;, = H.(k) or 0w = H.(k)
respectively.

6 Simulation results

The purpose of our simulation was to compare the per-
formance of this new IPDAF version with the previous
one [8, 11]. The two-dimensional scenario of [14, 11] was
simulated. 500 independent runs were used in the sim-
ulation; each with 21 scans. The number of false mea-
surements satisfies a Poisson distribution with density
A =0.0001/scan/m?. A single target is moving with con-
stant velocity with the following dynamic model

x(k+ 1) = Fx(k) + v(k)

where x(k) = [z @ y y]’ is the target state vector at time
k and F is the following transition matrix

_[F, O T
low] mel

where T' = 1s is the sampling period. The process noise
v(k) is a zero-mean white Gaussian noise with known co-
variance Q(k) with

Q=10.75 [Ql O]

T4 /4 T3/2]
O

Qi = [T3/2 T2

The sensor introduced independent errors in z and y
with root mean square (RMS) value » = 5m. For each
run, the true initial state for the target was x(0) =
[—50m 35m/s 0m Om/s]’. To simplify simulations, initial
state estimate x(0|0) for each run follows N (x(0), P(0]0))
with P(0]0) given by [1, 2]

P(0]0) = [fg P?l]

The uniform initial predicted probability of perceivabil-
ity P10|0 = 0.5 was used. To get a fair comparison be-
tween results, the true value of clutter density A instead
of X was used in both IPDAF implemented versions. Both
IPDAF versions used the same set of design parameters
[l()] (Pg = 0.99, Pd = 0.9, T = 0.988, o1 = 0) Two
cases were simulated for performing confirmation proce-
dures (case 1 with P, = 0.0983, P. = 0.9, P,y = Pr = 0.1
and case 2 with same P; and P, but with Py; = Pr = 0.05
for procedure 2). Figure 1 and 3 shows the percentage of
confirmed tracks for both IPDAF versions based on pro-
cedure 1 and 2 for case 1 and case 2 respectively. Figures
2 and 4 shows the corresponding RMS position errors.
Results obtained by procedure 1 and 2 for each IPDAF
implementation for case 1 are very close and only 2 curves
appear actually on figures 1 and 2. The comparison of
RMS velocity errors are not given here due to space lim-
itation and because there is no significant difference be-
tween plots. Results indicates that this new version of
IPDAF gives on average as good performance as its previ-
ous version concerning the percentage of confirmed tracks.
Concerning the RMS position errors, this new IPDAF ver-
sion performs a little bit better than the previous one.

Py = [TQT /2T ;:2//:;]

7 Conclusions

A new formulation of IPDAF based on the recently devel-
oped probability of perceivability has been presented with
theoretical justification. Specially, this filter formulation
is fully coherent and intuitively appealing with the PDAF
formulation as soon as the probability of perceivability
becomes unitary. A new approach for track confirmation
and termination based on sequential probability ratio test
has also been given. Performance of this new IPDAF is
quite comparable to the previous version of IPDAF con-
cerning the percentage of confirmed tracks but is a little
bit better on average in terms of RMS estimation errors.
An extension of this approach to mutitarget tracking can
be found in [0].
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