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Abstract — This paper presents a new approach for
ballistic target detection and tracking based on de-
localized bisatellite surveillance system.  The basic
wdea for track initialization is to use the advantage of
stereovision provided by the two imaging IR sensors
aboard surveillance geostationary satellites to improve
the quality of the true target track detection and to
reduce the number of false track initializations. Two
methods are presented in the paper. The first method
15 based on a pizel matching technique using the princi-
ple of sterecovision. The second and stmpliest method is
based on the matching of local 2D tracks wnitialized by a
classical (2/2)(M/N) Markov-chain logic on each focal
plane of imaging with a proper thresholding technique
for track elimination based on physical constraints on
3D track. Some examples of bisatellite ballistic track
wmnttialization are given and the comparison of the two
proposed solutions developed is discussed.

Keywords: Tracking, track formation, image fusion,
ballistic target, cascaded logic, satellite surveillance.

Introduction

Surveillance of targets from infrared (IR) satellite
observations is a major concern for modern defense sys-
tems, especially for the detection and tracking of dim
ballistic missiles and estimation of the launching site
position to identify as quickly as possible the origin of
the threat. In such systems, track formation (or track
initialization) is a crucial phase. The surveillance from
space by only one single imaging sensor does not allow
the full estimation of the 3D trajectory. It is necessary
to use at least two delocalized satellites (properly lo-
cated and focalized towards the same surveillance area)
two obtain the 3D estimation of the target kinematics
parameters (position, velocity, acceleration, etc). We
consider here the simpliest system based only on two
satellites and called bisatellite tracking system. The
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difficulty to develop such system, besides the techno-
logical and cost considerations, comes from the limited
resolution of the IR imaging sensors, possibility of miss
detection of target-originated measurements, presence
of false alarms due to environmental conditions (cloudy
backgrounds), the uncertainty about targets (number
of targets, their dynamics and characteristics, etc) and
the data association problem. We present here our re-
cent investigations on the development of such tracking
system. Our framework is based on the following sub-
optimal 2-levels methodology. The first level consists
to develop good techniques for 2D track initialization
for each satellite. The second level consists to con-
sider jointly the 2D tracks as target measurements for
a full 3D ballistic tracking filter based on a sharp mis-
sile modeling. In the sequel, we focuse our presentation
only on level 1 of our methodology. Recent survey pa-
pers on ballistic modelings for the development of level
2 can be found in [5]. Two solutions for level 1 imple-
mentation are considered. The first solution, based
on a pixel matching algorithm is presented in section
2 and the second solution based on a local 2D track
matching approach is presented in section 3.

2 The pixel matching solution

The first track initialization method shortly de-
scribed on figure 1 is based on the search for the match-
ing of pixels corresponding to the target on both satel-
lites observations. The search for pixel matching is
solved by using the principle of stereovison [3]. Once
the level 1 is done (i.e. the pixel matching is found and
the track is initialized by a classical (2/2)(m/n) logic
[2]) the 2D matching tracks are sent as measurement
to the 3D tracking filter which in charge to estimate
the 3D position, velocity and acceleration of the target
(level 2). The estimation of 3D target trajectory allows
then to estimate the launching site position of the tar-
get and to help to identify the origin of the threat.
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Figure 1: Bisatellite tracking architecture no 1

2.1 Basis of stereovision

Let consider a spatial surveillance system with two
delocalized geostationary satellites S; and S;. Each
satellite carries its infrared imaging sensor. Both satel-
lites are focalized on the same reference point Py at the
surface of the earth as described on figure 2.

S1
S2

Figure 2: Bisatellite imaging surveillance system

To present the stereovision equations, we assume first
that ideal observations conditions are met (i.e. we as-
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sume no false alarm, perfect target detection, noise-
free target measurements with no bias, same resolution
and synchronous observation period for both imaging
sensors). We also consider targets as point-target be-
cause we consider in this paper that the target size is
far smaller than imaging sensor resolution. The 3D
position (usually taken at the center of mass of the
target) expressed in ((ﬁ, O—;>g, @)) ECEF (Earth Cen-
tered Earth Fixed frame) of a target moving at the
surface of the earth and detected in the field ov view
of sensors will be denoted P in the sequel. At each
observation time ¢, P admits a projection on the focal
plane of each imaging sensor. If one assumes that sig-
nal intensities are strong enough to generate the target
detection with both satellites, then one will observe the
target at a given pixel location on both images (cor-
responding by example to the purple pixels on figure
2) and thus one gets a stereoscopic observation of the
target. The coordinates (uy, vy, w;) of P expressed in
the sensor frame T; associated with a given satellite S
are given by

U
U1 SP
w1

=Ry, Ry

ned

Ry, , is the rotation matrix from the ECEF towards
the classical local geographical frame ned (North, East,
Down) centered at the location of S. Ry, _, is given by
the product of the three elementary rotations matrices
as follows

Rr,., = Rot,(—Lats)Rot,(Longs)Rot, (—7/2)

ned

where Lats and Longgs are the latitude and longitude
of satellite S and where rotations matrices Rot,(«)
and Rot, («) charaterize rotations around axis Oz and
Oy with angle a. Ry, is the Euler rotation matrix from
local frame ned towards sensor frame 7; aiming on the
given reference point Py located at the surface of the
earth. Ry, is given by

CoCq CoSq —Sy
RT, = —SyCy + SeCySy SpCy Sy + CyCy CySy
Sy Sy + SeCyCe —Cy Sy + SeSyCy  CeCy

cy, Co, cg and sy, sg, sy represent respectively the
cosines ans sines of Fuler angle ¢, § and ¢ defining
the rotation from ned frame to frame 7;. The aim of
an imaging sensor towards P, is given by the proper
tuning of Euler angles.

Monocular positioning equation

Reciprocally, since Ril = R7, and Ri}ed =R/,

ned’

SP can be expressed as function of target coordinates



in imaging frame 7; as

U

SP =Ry Ry, | v (1)

w1

For a satellite S with an imaging sensor with focal f,
the target coordinates (up,vp) on image focal plane
are theoretically given by

(2)
One has obviously no direct access to the full coordi-
nates (up,v1,wy) from the imaging system but only
to (up,vp) measured on image focal plane. Hence
(up,vp) is the only useful information delivered by
sensor to help for the target track initialization and

up = fur /wn vp = fur/wn wp = w1y

tracking. With basic algebraic manipulation, equation
(1) can also be rewritten as

. . a up/f
SP=|SP|| b |=uR| vp/f
c 1

(3)
with a? + 82 + ¢ = 1 and

| SP |
\/(UP/f)2 +(vp/f)’+1

The monocular positioning equation (3) provides the
3D estimation of the position of the target as func-
tion of the observed coordinates (up,vp) on the focal
plane of the imaging sensor when the focal, the atti-
tude of imaging sensor and the location of S are per-

A

R 2 R R7,

7

fectly known. Note that this equation does not provide
the perfect position of the target in general because
of the limited resolution of the sensor. This provides
the exact position if the projection of P on the focal
plane coincides exactly with the center of a pixel of
the sensor which is not the case in general. Without
the knowledge of one of target coordinates (say zp),
it 1s easy to check that the complete estimation of 3D
position (zp,yp, zp) of the target cannot be achieved
from the monocular positioning equation (3) because
of constraint a? + 6% 4 ¢? = 1 since one has

- 1
| SP |:E(Zp — z5)
- a
zp =xg+ | SP| Cl:l‘s-l—;(zp — zg)

- b
yp :y5+|SP|b:yS+E(Zp_ZS)

If one has some prior information about one of the co-
ordinates zp, y, or zp, then the estimation of the 3D
position of the target becomes theoretically achievable.
This prior knowledge cannot be obtained without ad-
dition of a second sensor. Therefore a second imaging
sensor is required for the estimation of 3D position of
the target.
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Stereo positioning equation

We present now the fundamental stereovision
positioning equation. The first case presented below
assumes the correct pixel matching between images,
whereas the second case, involved in practical situa-
tions, does not.

Case 1: Stereovision with known pixel matching

Let consider a bisatellite system observing a target
P at the surface of the earth corresponding to figure
3. We assume here that the pixel matching between
image 1 and 2 is known. In other words, we know that
the red pixel on image 1 matches with red pixel on
image 2).

Po

image 1 image 2

x2

x1

N\

S2

/

S1

Figure 3: Stereovision with known pixel matching

Under this assumption, the estimation of 3D posi-
tion of the target P is obtained by solving the overde-
termined system of equations

Ap=7z (4)
with
1 0 —a1/cq rs, —aizs,/c1
A é 0 1 —bl/Cl and =z é Ys, — blel/cl
1 0 —az/es rs, — a2zs,/ca
0 1 —bz/Cz Ys, — bZZSQ/CZ

where a;, b;, ¢; for i = 1,2 are components a,b
and ¢ entering in (3) relative to a given satellite S;.
The solution p minimizing the least squares criteria
(Ap —z)'(Ap — z) and the covariance matrix P of the
estimation error are then given by

rp

gp | = [A'A] Az
zp

(5)

pP=



Case 2: Stereovision with unknown pixel matching

The problem of 3D position estimation of P becomes
more difficult when the pixel matching is unknown.
To estimate P, one has to search for potential pixel
matchings between two images by introducing some
prior bounds of variation [z%";279%] on zp. With
such additional constraint as given on figure 4, the
pixel (up(S1),yp(S1)) on image 1 is projected onto a
segment (drawn in green color) on image 2 (and recip-
rocally) following equation

up(S2) — uo(S2) = a(vp(S2) — vo(52))

a 2[Ry 'Riu(S1)],/[Ry ' Riu(Sh)],

where [.], denotes the ith component of the vector into
the brackets. R; and Ry correspond to the rotation
matrice R entering in (3) evaluated for satellites .S;
and Sy and u(Sy) £ [up(S1)/f ve(S1)/f 1)'. The
search for a detection on this segment will provide a
potential pixel matching candidate for the estimation
of the 3D position of the target with estimation tech-
nique described as in previous case. The orientation
and the length of the segment depends on the geometry
of the problem under consideration (mainly satellites
positions and the aim point Py). More caution must be
taken in practice to take into account the possible un-
certainty on satellite location, observation noises, etc.
Under observation conditions (like heavy cloudy back-
grounds), one can also get several detections on a same
stereoscopic search segment which yields ambiguities in
the pixel matching, or no pixel matching at all some-
times, when the probability of target detection is less
than unity. We present on figure b a simple illustrating
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Figure 4: Stereovision with unknown pixel matching

example of a simulated ballistic trajectory (red plot)
observed by a bisatellite observation system and the
corresponding stereoscopic segments (green plots) as-
sociated for an academic assumption z?}m = 2zp — dkm
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max

and 2% = 2z, + bkm at each sampling period. This
1s just an open-loop simulation since we haven’t intro-
duced the feedback from the 3D tracker to reduce to
stereoscopic search length with time.

Sensor 1 Sensor?

h_ W

Figure 5: Example of stereoscopic search segment

In short, the general problem of stereovision consists
in finding both the potential pixel matching between
images and then generates the 3D position measure-
ment for the 3D ballistic tracking filter.

2.2 Influence of attitude noises

The presence of additional attitude noises dy, éy and
dg on attitude angles ¥, 6 and ¢ yields a noisy target
observation. If one assumes zero-mean white gaussian
additive attitude noises with given small standard devi-
ations oy, 0g et 04, the components r;; of the rotation
matrix Ry, £ [r;;] entering in stereovision equation
are given by

T11 = Co+6eCop+6y

12 = Co+6eSy+6y

13 = —S9446,

721 = =Sy 48, Cot6y T 56450 Cypt6y Sptd,
722 = S48 Coptby Sptdy T Cytdy Cotoy
723 = Co+665¢+3,

T31 = Sytdy Sp4d, T 59465 Cotdy,Cotdy
732 = —Cy45,Sp+6, T 56480 Sy, Cotdy
733 = Co+86Cop+6y

Using the first-order development of sin and cos func-
tions, one gets for ¢ = ¥, 0, ¢, sits, & s + ¢;d; and
Civs, & ¢i—s;0; and a first order approximation for Ry,
(not given here explicitly due to space the paper limi-
tation constraint). The expected values 7;; = E[r;;] of



ri; can then be approximated by

T11 = Cgey
T12 = CySy

T13 = —Sg

To1 = —S8yCy + SgCy Sy
To2 = SgCy Sy + CyCy
T93 = CyS4

T31 = Sy S¢ + SaCyCy
T32 = —Cy S + SgSyCy
T33 = C9Cy

The variances 0'72.lj = E[(rij — 7i;)(ri; —7i;)] and cross-
rora = Elrij = 7ij) (rkr — 7)) can
be easily derived and correspond to the components of

the following 9 x 9 covariance matrix

correlation terms o

Pr1r1 PI'11'2 Plf'llf'a
Plf'lf' = E[(I‘ - f‘) (I‘ - f)/] = Plf'21f'1 Plf'zlf'z Plf'zlf'a
Pr3r1 Pr3r2 Plf'alf'a
with
r1 = [r11 r1o 713) v
ro é [7“21 7292 7“23]/ r é I‘/2 r é E[I‘]
!
r3 = [r31 732 733) 3

The introduction of attitude noises into Euler ma-
trix Ry, generates directly errors on target posi-
tion uw = [uy, vy, w] in frame 7; under considera-

tion. Actually, for a given vector SP and for small
gaussian attitude noises, it can be shown that u fol-
lows a gaussian distribution ' (w, Pyy) with mean u =
Elu] = [x'r; x't3 x'r3]" and variance Pyy = [X'Pyp,X]

where x £ Ry, SP. More precisely,

! ! !
X' Popx X'Ppp,x X' PijpX
— / / /
Puu=| xX'Poyr,x X' Pp.x X' Pp.X
! ! !
X' Py X X'Prp,x X' PigpX

From the known distribution p(u) = A (u, Pyy), we
would like to obtain the density of the observation
up = [up vp wp]' = [uf/w vs/w w]’ or at least the
two first moments of this distribution. From Hinkley’s
result [4], one knows that the density p(r) of the ra-
tio r = a/B of two jointly gaussian random variables

. . 9 g
a and @ with means py,p¢2, and variances o7, o5 and
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with correlation factor p is given by

B 1—p? c
p(r) = no1026%(7) exp(—2(1 - pz))
b(r)d(r) b(r) )
2no109a3(r) a(r)m
o]

a(r)y/1—p?

where ®(.) denotes the cdf of normal density and where
coefficients a(r), b(r), ¢ and d(r) are given by

a(r) = r_22 _ 2 + iz
05 0109 25}
b(ry =11z _ Pzt jar)
05 102 [
C:u_g_ 2pp pi2 u_i
05 102 [

b2(r) — ca®(r) ]
20— 7))

Although the density p(r) is well defined, all the sta-
tistical moments of r do not exist since the integrals
[ r"p(r)dr are not defined. In practice however, the
density p(u) is not exactly gaussian (it is only gaussian
at first order approximation), thus the density of com-
ponents up and vp of up does not correspond exactly
to the density p(r) but the first and second moments
can be approximated by the first order linearization of
vector up + dup = [up + 0, vp + 6, wp + d,]". Then,
one gets the following approximations

d(r) :exp[

up = E[UP] ~ fﬂ/?f)
vp = E[vp] ~ ff)/?j)
wp = E[wp] ST
Pupvpwp X HPyuH'

with
f/o 0 —fu/w?
H-= 0 flw —fo/w?
0 0 1

Extensive Monte-Carlo simulations based on several
simulated ballistic trajectories for different scenarios
and different geostationary satellite positionings have
shown a very good agreement of the approximation
proposed here. The attitude noises on target measure-
ments can therefore be taken into account explicitly
to evaluate the covariance matrix R of target mea-
surements (as presented in figure 6). This will allow
us to set up a theoretical (stereoscopic) measurement
validation technique (gating) for our new pixel-based
bisatellite tracking filter.
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Figure 6: Influence of attitude noises on observation

2.8 Influence of attitude biases

The existence of an unknown bias on satellite atti-
tude ¢, # and ¢ modifies the value of the rotation ma-
trix Ry, and can yield to dramatical effects on tracking
performances. The biases must be estimated and re-
moved before observations processing. Without extra
specific devices (like a precise stellar and/or landmark
positioning system to estimate satellite attitude), there
i1s however no theoretical method to estimate such bi-
ases from IR image provided by the imaging sensor it-
self. The reliability of the surveillance system therefore
highly depends on the quality of the sensor unbiasness
which cannot be achieved without a (costly) sophisti-
cated technological solution unless if the level of bias
1s very small with respect to sensor resolution.
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Figure 7: Bias effects on target observation

We show on figure 7 for a given image resolution
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with few micro radians of standard deviation for ob-
servation noises and few ten or so micro radians of bias
on ¢, 8 and ¢, the effects of biases on the target ob-
servation. For each sensor, the red plots indicates the
true trajectory as it should be observed in the bias-free
case and the corresponding centers for pixel detections
(0). The blue plots indicate the observed trajectory
with bias effects and the centers of pixel detections
(4). The black grid indicates the limit of the pixels of
the images. One can easily see the dramatic effects of
the bias on the observed target trajectory.

2.4 Summary of the method

Here is briefly the main seven steps involved in the
level 1 phase of the bisatellite tracking system based
on pixel matching approach.

1. Start with each detection d} on image S; and
choose initial bounds of possible altitude for the
target.

From each d}, look for corresponding pixel d?
on image Sy using stereo searching constraint de-
scribed in section 2.1. All pairs of pixels (d}, d?)
become potential bisatellite track initiators.

Use the standard (2/2)(m/n) Markov-chain logic
[1, 2] to initialize 2D local tracks for each sensor.
Use the constant velocity model for the two first
detections and a constant acceleration model as
soon as 3 detections in the chain is available.

. When one has prior information on the maximal
admissible velocity of the target under consider-
ation, one can reduce drastically the number of
false tracks by eliminating all chains for which the
distances between two consecutive detections in
the focal planes are above a given threshold.

Give each admissible pair of local tracks (i.e pairs
of tracks based on pairs of matched pixels satisfy-
ing the previous constraint) to level 2 (3D tracking
filter based on sharp missile model).

Estimate the 3D trajectories and eliminate all
pairs of tracks given rise to incompatible trajec-
tories based on physical criterias (corresponding
for example of targets having negative climbing
speed).

For each remaining 3D track, predict the altitude
of the targets for the next observation period and
go back to step 2.



2.5 Simulation examples

The figure 8 shows a typical example of a pixel
matching result at a given observation period. The de-
tections available from each satellite are plotted in red
on top subplots and in black dots on bottom subplots.
Only one target has been introduced in this scenario
and appears at the bottom of images (blue star). The
result of the stereo matching search is given on the
two subplots on the figure (red circles) at the bottom
of the figure. The pair of pixel corresponding to the
target has been selected among the set of all possible
admissible pairs. This set of pairs of pixels will serve
to update 2D track initialization process.
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Figure 8: Typical example of the pixel matching

The figure 9 shows a typical result of the target track
initialization process based on the stereo pixel match-
ing technique coupled with a (2/2)(3/4) sliding track
formation logic during 10 observation periods. Blue
stars indicate the chain of detections whereas black
squares indicate the filtered 2D trajectories for both
sensors. Monte-Carlo simulations have shown that the
performances of this technique depends highly on the
level of target detection probabilities, the precision and
the unbiasness of the estimation of the altitude of the
targets. The major drawbacks of this solution is its
heavy computational burden required for the stereo-
vision pixel matching search and the necessity of syn-
chronous observations.
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Figure 9: Typical example of 2D track initialization

3 The track matching solution

To overcome the drawbacks of the pixel mtaching
solution, we propose now the second solution based
on the 2D Track matching method schematically de-
scribed on figure 10. The simple basic idea of this 2
levels approach is first to initialize 2D track with a clas-
sical (2/2)(m/n) logic [2] for each satellite and then for
each possible pair of 2D local track, one estimates the
corresponding evolution of the altitude of the target
and its climbing speed. All combinations given rise to
unrealistic evolutions are eliminated. Only all the ad-
missible pairs of 2D tracks are provided to the level 2
for full 3D trajectory estimation with the 3D tracking
filter. By backward prediction, one can then estimate
the launching site position of the target and identify
the origin of the threat.
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Figure 10: Bisatellite tracking architecture no 2



3.1

The main steps involved in the level 1 of the bisatel-
lite tracking system based on 2D track matching ap-
proach are:

Summary of the method

1. Each detection on image S; and on image S
serves as potential track initiator for each satel-
lite.

. Use the standard (2/2)(m/n) Markov-chain logic
[1, 2] to initialize independently 2D local tracks
for each sensor. Use the constant velocity model
for the two first detections and a constant accel-
eration model as soon as 3 detections in the chain
1s available.

. Eliminate all the 2D tracks initialized by the logic
for which the distances between two consecutive
detections in the focal planes are above a given
threshold defined by the prior information one has
on the maximal admissible speed of the targets.

From each combination of pair of local 2D tracks,
we estimate the evolution of altitude of the targets
during the part of the local tracks having com-
mon time stamps. Eliminate all the pairs given
rise to unrealistic evolutions (having negative or
too high climbing speed, etc). Keep only all ad-
missible pairs of 2D tracks as potential bisatellite
set of tracks.

. Send each admissible pair of local tracks as mea-
surements to level 2 (3D tracking filter based on
sharp missile model). Keep tracking by going back
to step 2 or project 3D track prediction to each fo-
cal plane to update local validated 2D tracks using
standard Kalman (or PDAF) filtering.

3.2 Simulation examples

The figure 11 shows a typical result of the bisatel-
lite target track initialization process based on the 2D
track matching technique coupled with a (2/2)(4/6)
sliding track formation logic during 30 observation
periods for a 0.9 target detection probability. Blue
stars indicate the chain of detections (center of pixels)
whereas black squares indicate the filtered 2D trajec-
tories for both sensors.

4 Conclusion

Two approaches for ballistic target track initializa-
tion during the boosted phase from a bisatellite surveil-
lance imaging system have been presented here. The
first method based on sterovision and pixel match-
ing technique coupled with a (2/2)(m/n) chain logic
requires the synchronism of satellite observations, a
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2D Track from S1

2D Track from S2

Figure 11: Typical example of 2D track initialization

high computation burden (when size of images be-
comes large with a heavy false alarm density) but also a
good prior information on the bounds of altitude of the
target at the first detection step. To reduce the stereo-
scopic pixel search area and combinatorics, a feedback
of 3D tracking filter at each observation period is also
necessary. In our works, we have proved that this first
investigated method is actually very delicate to im-
plement with good reliability for a future operational
surveillance system. An alternative method based on
the matching of local 2D tracks appears more attrac-
tive both in terms of computational burden, simplicity
of implementation and robustness and also allows to
use unsynchronous satellite observations.
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