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Abstract—This paper addresses the assessment of trust in
items reported by opportunistic sources and develops a model
taking into account the reliability of sources and the credibility
of information. Opportunistic sources are witnesses describing
events, scenes or actions of interest and often such sources may
also indicate confidence, doubt, skepticism or conviction about
the items they report. Reliability captures how trustworthy the
analyst believes someone is, by considering that opportunistic
sources are not always competent and honest but also erroneous
or even malicious. Credibility relies upon self-confidence, a
measure of how strongly the source believes what he is uttering.
Reliability is furthered decomposed according to competences
and skills of the source, intentions and reputation while self-
confidence varies in a specified interval. Belief functions are
used to formalize the model and trust assessment is implemented
thanks to discounting operators. The paper also discusses several
experiments designed to investigate the effects of reliability and
self-confidence on the quality of reported items, as perceived by
the analyst.

Index Terms—trust, reliability, belief functions, information
fusion, DSmT

I. INTRODUCTION

In practical applications, integration of human reporting
has much to offer for tasks where subtle interactions and
associations are difficult to detect with physical sensors, such
as intelligence analysis. Those applications combine semantic
information with numerical data and often use opportunistic
sources, as different persons observe and then report on actions
or events of interest and the information is instantly available.

Systems able to properly utilize information reported by
opportunistic sources face two main challenges: understanding
the meaning of items [1] and assessing the trust or confidence
degree with respect to previous failures, known skills and
supposed intentions of the source.

This paper tackles the problem of trust assessment for
opportunistic sources and adopts a model considering not the
information itself, but the quality of sources and their per-
spective towards reported statements. Trust is then discounted
along two dimensions, capturing the reliability of sources, as
stated by the analyst, and the credibility of assertions, as stated
by the source.

When using human sources, reports are of variable quality,
as individuals have their own skills, intentions, objectives and
subjective standpoints. Processing inaccurate or distorted items
can result in unfortunate consequences and analysts have to

estimate the quality of reported information before further
aggregation. Another reason for trust assessment is related to
source’s ability to distort the facts, as humans can deliberately
misreport observations, with malicious intentions to commit a
wrongful act. How strong the analyst trusts the items is then
assessed on the basis of several criteria, including whether the
source is considered as being competent or honest.

Against this background, this paper presents a model to
assess trust by taking into account the subjective evaluation
of information by the source, called self-confidence, and
its evaluation by the analyst, called reliability. While self-
confidence covers intention aspects, reliability is assigned to
sources according to the quality of their previously reported
items, their competence and supposed intentions.

Previous work has focused on analyzing the elements of the
model [2]. This paper completes the previous contribution and
describes the estimation of trust with belief functions, a for-
malism which offers sound mathematical basis to implement
specific fusion operators. Several scenarios illustrate how the
model performs to estimate trust in the case of incomplete,
misleading or ambiguous reporting situations.

The remainder of the paper is divided into six sections :
the next section briefly describes the model for trust estima-
tion; model formalization with belief functions is presented
in section III. A running example and scenarios for trust
assessment are illustrated in section IV. Section V discuses
related approaches for trust assessment and section VI presents
concluding remarks.

II. A FUNCTIONAL MODEL OF TRUST

A. Trust modeling for opportunistic reporting

The model for trust assessment is presented in details in
[2]. This paper builds upon this initial contribution and briefly
discusses the model for trust assessment before addressing its
formalization with belief functions.

The model keeps the distinction between source and infor-
mation by considering separate dimensions for each element.
The rationale behind this approach is the observation that
even reliable sources can provide inaccurate or imprecise
information from one report to another, which is even more
plausible in the case of opportunistic sources.

By focusing on the global characterization of reported items,
the model aims at providing a better understanding of how



trust is to be constructed from various dimensions. The model
consists of several elements related by functions, see fig. 1.

Fig. 1. Model for trust analysis.

B. Elements of the trust model

The model is composed of two elements: an information
source and reported items.

Definition of information source: information source is
a system producing or containing information intended for
transmission. Several research efforts aimed at modeling prop-
erties of information sources. A general analysis of sources is
undertaken by Hall and Jordan [3], who identify three main
classes: S-Space, composed of physical sensors, H-Space for
human observers and I-Space for open and archived data on
the Internet. For this work, we consider opportunistic sources,
which is to say agents who can be either directly involved in
the events reported, or just uttering as witnesses. Information
reported by such sources is unstructured, vague, ambiguous
and subjective and is often contrasted with information coming
from physical sensors, described as structured, quantitative and
objective. Opportunistic sources can deliberately distort the
information or even lie.

Definition of reported information: Reported information
is a couple (I, C), where I is an item of information and
C the certainty level as assigned by the source. For this
work reported information is understood as natural language
assertions, in their textual form.

C. Functions of the trust model

The model introduces several functions to estimate reliabil-
ity, self-confidence and trust described hereafter.

Definition of a reliability function: a reliability function
is a mapping associating a numerical value to information
sources. This can be a description can real value, e.g. proba-
bility of providing accurate information or failure rate, or as
a mass distribution expressing to what extent the source is
considered as reliable, unreliable or having unknown status.

Reliability is a complex concept and, from a practical
standpoint, it is difficult to have information about the global
reliability of a source. Thus, the model describes reliability

along three attributes: the competence of a source, its reputa-
tion and intentions, and seeks to estimate each attribute. This
solution allows us to compensate for insufficient information
on one or several aspects of reliability and to conduct, in some
cases, the analysis of source’s reliability based on a single
attribute.

Definition of a self-confidence function: a self-confidence
function is a mapping linking a real value and an information
item. The real value is a measure of the information credibility
as evaluated by the sensor itself and is of particular interest for
human sources, as often such sources provide appreciations of
the information conveyed. For this work, we adopt the notion
of self-confidence as introduced by the homonym concept in
the URREF (Uncertainty Representation and Reasoning Eval-
uation Framework) ontology developed by the Evaluation of
Technologies for Uncertainty Representation Working Group
(ETURWG) 1. Thus self-confidence is intended to shed light
on the subtle transposition of source’s qualities into attributes
of provided items, see [4].

Using the model for trust analysis: The model proposed
in this work allows assessing levels of trust in reported
information by combining various attributes of the source,
introduced under the hat of reliability, and self-confidence,
capturing the credibility of information as stated by the human.

The model is source-centric and considers aspects of re-
liability as main factors having the ability to correct, alter,
or qualify the information reported by the source. If several
rules to rank, prioritize, or combine attributes introduced by
the model can be drafted empirically, the estimation of a trust
value requires a formal representation of the model.

A possible solution to estimate a unified value for trust is to
consider reliability and self-confidence within the framework
of an uncertainty theory and to rely on the set of combination
rules the theory defines, for example those developed in
probability theory, in possibility theory, or in belief functions
theory. All these theories provide various operators to combine
reliability and self-confidence in order to estimate trust.

In the following we formalize the model using belief func-
tions and illustrate how trust is estimated using operators for
three practical scenarios. We adopted belief functions because
they offer a general theoretical framework to deal with various
aspects of uncertainty, while having a sound mathematical
ground, flexible representation capabilities and a variety of
operators to combine uncertainty representations.

III. TRUST FORMALIZATION WITH BELIEF FUNCTIONS

A. Basic Belief Assignment

Belief Functions (BF) have been introduced by Shafer in his
mathematical theory of evidence [5], also called Dempster-
Shafer Theory (DST), to model epistemic uncertainty. The
frame of discernment (FoD) of the decision problem under
consideration, denoted Θ, is a finite set of exhaustive and
mutually exclusive elements. The powerset of Θ denoted 2Θ

is the set of all subsets of Θ, empty set included. A body of

1http://eturwg.c4i.gmu.edu/



evidence is a source of information characterized by Basic
Belief Assignment (BBA), or a mass function, which is a
mapping m(.) : 2Θ → [0, 1] that satisfies m(∅) = 0, and
the normalization condition

∑
A∈2Θ m(A) = 1. The belief

(a.k.a credibility) Bel(.) and plausibility Pl(.) functions usually
interpreted as lower and upper bounds of unknown (subjective)
probability measure P (.) are defined from m(.) respectively
by

Bel(A) =
∑

B⊆A|B∈2Θ

m(B) (1)

Pl(A) =
∑

B∩A6=∅|B∈2Θ

m(B) (2)

An element A ∈ 2Θ is called a focal element of the BBA
m(.), if and only if m(A) > 0. The set of all focal elements
of m(.) is called the core of m(.) and is denoted K(m). This
formalism allows to model a full ignorant source by taking
m(Θ) = 1. The Belief Interval (BI) of any element A of 2Θ

is defined by

BI(A) , [Bel(A), P l(A)] (3)

The imprecision (or uncertainty) of the probability of any
subset A of the frame of discernment Θ is characterized by
the width U(A) = Pl(A) − Bel(A) of the belief interval of
A.

Shafer did propose Dempster’s rule of combination to com-
bine multiple independent sources of evidence [5], which is the
normalized conjunctive fusion rule. This rule has been strongly
disputed in BF community since Zadeh’s first criticism in
1979, and since the 1990’s many rules have been proposed
to combine (more or less efficiently) BBAs, see discussions
in [6], in particular the proportional conflict redistribution rule
no 6 (PCR6).

Instead of working with quantitative (numerical) BBA, it
is also possible to work with qualitative BBA expressed by
labels with the linear algebra of refined labels proposed in
Dezert-Smarandache Theory (DSmT), [6] (Vol. 2 & 3).

B. Trust formalization model

In order to avoid confusion with belief which are well de-
fined mathematical concepts in the theory of belief functions,
in the following we will use the term self-confidence to name
the confidence declared by a source Y on its own assertion
A. Moreover, the self-confidence is considered as a piece of
information for the analyst X .

Let’s denote by A the assertion given by the source, for
instance A = John is a terrorist. The valuation v(A) made
by the source Y about the assertion A can be done either
quantitatively (by a probability or a BBA) or qualitatively (by
a label associated to a linguistic form).

Let’s consider the quantitative representation of v(A) for
simplicity2.

2In practical applications and without loss of generality one can always
map a qualitative representation to a quantitative one by a proper choice of
scaling and normalization.

The basic piece of information provided by a source Y
consists of A (the assertion), and v(A) (its valuation). To be
as general as possible, we suppose that v(A) is a basic belief
mass assignment defined with respect to the very basic frame
of discernment ΘA , {A, Ā} where Ā denotes the comple-
ment of A in ΘA, that is v(A) = (m(A),m(Ā),m(A ∪ Ā)).
Note that only two values of the triplet are really neces-
sary to define v(A) because the third one is automatically
derived from the normalization condition m(A) + m(Ā) +
m(A ∪ Ā) = 1. So one could also have chosen equivalently
v(A) = [Bel(A), P l(A)] instead the BBA. In a probabilistic
context, one will take m(A ∪ Ā) = 0 and so v(A) = P (A)
because Bel(A) = Pl(A) = P (A) in such case.

The self-confidence of the source Y is a factor αY ∈ [0, 1]
which characterizes the self-estimation of the quality of the
piece of information (A, v(A)) provided by the source itself.
αY = 1 means that the source Y is 100% confident in his
valuation v(A) about assertion A, and αY = 0 means that
the source Y is not confident at all in his valuation v(A). In
the theory of belief functions, this factor is referred as the
reliability discounting rate factor of the source.

This factor allows to adjust the value of the piece of
information (A, v(A)) into a discounted one (A, v′(A)). The
basic idea is to keep the piece of information unchanged
if the source considers herself as totally reliable, and, in
the extreme case, to not take into account the information
if the source considers herself as totally unreliable. In this
extreme case, the BBA m(·) provided by the source must
naturally be transformed into the vacuous BBA defined by
m′(Θ) = m′(A ∪ Ā) = 1. This very simple and natural
discounting technique has been presented in [5]. We recall
its mathematical formulation for convenience

m′(A) = αY ·m(A) (4)
m′(Ā) = αY ·m(Ā) (5)

m′(A ∪ Ā) = αY ·m(A ∪ Ā) + (1− αY ) (6)

One can easily verify the belief mass of all focal elements
are reduced with the factor αY ∈ [0, 1] and all the missing
discounted mass 1−αY ·m(A)−αY ·m(Ā)−αY ·m(A∪Ā) =
1 − αY is transferred to the whole ignorance A ∪ Ā. In the
extreme case when αY = 0, one gets m′(A ∪ Ā) = 1 which
corresponds to the vacuous BBA (i.e. the uninformative piece
of information). Note that the valuation of this discounted
piece of information is always degraded if αY < 1 and
m(A ∪ Ā) < 1 because3 m′(A ∪ Ā) > m(A ∪ Ā), which
is normal.

The reliability factor r estimated by the analyst X on
the piece of information (A, v(A)) provided by the source
Y must take into account both the competence CY , the
reputation RY and the intention IY of the source Y . A simple
model to establish the reliability factor r is to consider that

3Indeed, to prove m′(A∪Ā) > m(A∪Ā), it suffices to prove αY ·m(A∪
Ā)+(1−αY ) > m(A∪Ā), or equivalently to prove (1−αY )·m(A∪Ā) <
(1−αY ), but the latter inequality is obviously true because m(A∪Ā) ∈ [0, 1[
and (1− αY ) > 0 Q.E.D.



CY , RY and IY factors are represented by numbers [0, 1]
associated to chosen subjective probabilities, that is CY =
P (Y is competent), RY = P (Y has a good reputation) and
RY = P (Y has a good intention (i.e. is fair)). If each of this
factor has equal weight, then one could use r = CY ×RY ×IY
as simple product of probabilities. However in practice, such
simple modeling does not fit well with what the analyst
really needs for taking into account epistemic uncertainties in
Competence, Reputation and Intention. In fact each of these
factors can be viewed as a specific criterion influencing the
level of the global reliability factor r. This is a multi-criteria
valuation problem. Here we propose a method to solve it.

C. Trust estimation by discounting

We consider the three criteria CY , RY and IY with some
associated importance weights wC , wR, wI in [0, 1] with
wC+wR+wI = 1. Using those criteria allows us to emphasize
different application scenarios, for which various aspects of
reliability are important. For instance, an analyst considering
the source as competent will increase the corresponding co-
efficient, although the same coefficients will be deceased for
new, unknown sources.

Moreover, we consider the frame of discernment Θr =
{r, r̄} about the reliability of the source Y , where r means
that the source Y is reliable, and r̄ means that the source Y
is definitely not reliable. Each criteria provides a valuation on
r expressed by a corresponding BBA.

Hence, for the competence criteria CY , one has
(mC(r),mC(r̄),mC(r ∪ r̄)), for the reputation criteria RY

one has (mR(r),mR(r̄),mR(r ∪ r̄)) and for the intention
criteria IY , one has (mI(r),mI(r̄),mI(r ∪ r̄)). To get the
final valuation of reliability r of the source Y one needs to
fuse efficiently the three BBAs mC(.), mR(.) and mI(.) taking
into account their importance weights wC , wR, and wI .

This fusion problem can be solved in applying the im-
portance discounting approach combined with Proportional
Conflict Redistribution Rule # 6 (i.e. PCR6) fusion rule [6].
The importance discounting is the dual form of Shafer’s (i.e.
reliability) discounting technique. It has been presented in
details in [7]. Its basic principle is to discount a BBA m(.) by
multiplying the mass of all its focal elements by the chosen im-
portance discounting factor w ∈ [0, 1]. A source of evidence is
considered as not important when w = 0, fully important when
w = 1, and any intermediate value of w in [0, 1] can be used to
represent any (possibly subjective) other degree of importance
of a source in the fusion process. Unlike Shafer’s discounting,
all the missing mass 1 −

∑
A∈2Θ w · m(A) = 1 − w is not

redistributed back to the whole uncertainty as done in (6), but
to the empty set. This importance discounting technique allows
to make a clear distinction between reliability discounting
and importance discounting of a source of evidence in the
processing of information in the framework of belief functions.
It is worth to note that Shafer’s rule of combination is not
responding to importance discounting (see example in [7]),
and that is why we propose to make the combination of
importance-discounted BBA mC(.), mR(.) and mI(.) with

PCR6 fusion rule. As we see, the importance discounting
technique is as simple as Shafer’s reliability discounting and
allows to model the discounting of the sources with their
importance factors, which is particularly useful and appealing
for multi-criteria decision-making problems. In summary, in
our particular context we proceed as follows:
• Step 1: Importance discounting of mC(·) by wC ∈ [0, 1]

to get

m′C(r) = wC ·mC(r) (7)
m′C(r̄) = wC ·mC(r̄) (8)

m′C(r ∪ r̄) = wC ·mC(r ∪ r̄) (9)
m′C(∅) = 1− wC (10)

• Step 2: Importance discounting of mR(·) by wR ∈ [0, 1]
is done similarly as for m′C(·) above to get m′R(r),
m′R(r̄), m′R(r ∪ r̄) and m′R(∅) = 1− wR.

• Step 3: Importance discounting of mI(·) by wI ∈ [0, 1] is
done similarly as for m′C(·) above to get m′I(r), m′I(r̄),
m′I(r ∪ r̄) and m′I(∅) = 1− wI .

• Step 4: Fusion of the importance-discounted BBAs
m′C(·), m′R(·) and m′I(·) with PCR6 rule of combina-
tion to get unnormalized BBA m′PCR6(r), m′PCR6(r̄),
m′PCR6(r ∪ r̄) and m′PCR6(∅).

• Step 5: We normalize m′PCR6(·) to get the final nor-
malized BBA. This is done by dividing m′PCR6(r),
m′PCR6(r̄), and m′PCR6(r ∪ r̄) by 1−m′PCR6(∅). That
is by setting mPCR6(∅) = 0 and taking

mPCR6(r) = m′PCR6(r)/[1−m′PCR6(∅)] (11)
mPCR6(r̄) = m′PCR6(r̄)/[1−m′PCR6(∅)] (12)

mPCR6(r ∪ r̄) = m′PCR6(r ∪ r̄)/[1−m′PCR6(∅)]
(13)

This importance discounting process followed
by PCR6 fusion rule leads to the valuation
v(r) = (mPCR6(r),mPCR6(r̄),mPCR6(r ∪ r̄)) from
which either the decision (r, or r̄) can be drawn (using BI
distance for instance). If a firm decision is not required,
an approximate probability P (r) can also be inferred with
some lossy transformations of BBA to probability measure as
discussed in [6].

The trust model consists in using both the piece of infor-
mation (A, v(A)) and self-confidence factor αY provided by
the source Y , and the reliability valuation v(r) expressed by
the BBA (m(r),m(r̄),m(r ∪ r̄)) to infer the trust valuation
about the assertion A. For this, one proposes to use the mass
m(r) of reliability hypothesis r of the source Y as a new
discounting factor of the BBA m′(.) reported by the source
Y taking into account its self-confidence αY . Hence the trust
valuation vt(A) = (mt(A),mt(Ā),mt(A ∪ Ā)) of assertion
A for the analyst X is defined by

mt(A) = m(r) ·m′(A) (14)
mt(Ā) = m(r) ·m′(Ā) (15)

mt(A ∪ Ā) = m(r) ·m′(A ∪ Ā) + (1−m(r)) (16)



or equivalently by

mt(A) = m(r)αY ·m(A) (17)
mt(Ā) = m(r)αY ·m(Ā) (18)

mt(A ∪ Ā) = m(r)αY ·m(A ∪ Ā) + (1−m(r)αY ) (19)

Some strategies based on the level of m(r) can be developed
in order to avoid the automatic application of this discounting
technique, depending on the problem under analysis.

IV. SCENARIOS FOR TRUST ASSESSMENT

Let’s adopt intelligence analysis as application task, see fig.
2, and consider an assertion A and its valuation v(A) provided
by the source Y as follows:

Fig. 2. Reported Information

m(A) = 0.7, m(Ā) = 0.1 and m(A ∪ Ā) = 0.2. Its self-
confidence factor is αY = 0.75. Hence the discounted BBA
m′(.) is given by

m′(A) = 0.75 · 0.7 = 0.525

m′(Ā) = 0.75 · 0.1 = 0.075

m′(A ∪ Ā) = 1−m′(A)−m′(Ā) = 0.4

Let’s assume that the BBAs about the reliability of the
source based on Competence, Reputation and Intention criteria
are given as follows:

mC(r) = 0.8,mC(r̄) = 0.1,mC(r ∪ r̄) = 0.1

mR(r) = 0.7,mR(r̄) = 0.1,mR(r ∪ r̄) = 0.2

mI(r) = 0.6,mI(r̄) = 0.3,mI(r ∪ r̄) = 0.1

with importance weights wI = 0.6, wR = 0.2 and wC = 0.2.
After applying the importance discounting technique pre-

sented in [7] which consists to discount the BBAs with the
importance factor and redistribute the missing mass onto the
empty set, and combining the discounted BBAs with PCR6
fusion rule, we get after normalization the following BBA:

m(r) = 0.9335

m(r̄) = 0.0415

m(r ∪ r̄) = 1−m(r)−m(r̄) = 0.025

Note that if we mC(r) = mR(r) = mI(r) = 1, then we
will always get m(r) = 1 whatever is the choice of weightings
factors, which is normal. If one has a total conflict between
valuations of reliability based on Competence, Reputation and
Intention criteria then Dempster’s rule cannot be applied to get

global reliability factor m(r) because of 0/0 indeterminacy in
formula of Dempster’s rule. For instance, if one has mC(r) =
mR(r) = 1 and mI(r̄) = 1, then m(r) is indeterminate with
Dempster’s rule of combination, whereas it corresponds to the
average value m(r) = 2/3 using PCR6 fusion rule (assuming
equal importance weights wC = wR = wI = 1/3), which
makes more sense.

In the next subsections, we explore several typical scenarios
for trust assessment corresponding to very different situations
of distributions of BBAs.

A. Scenario 1 - Reputation

Suppose that Y provides A and v(A) and X has no
global description of Y in terms of reliability. As reliability
of Y is not available, the reputation will be used instead,
as derived from historical data and previous failures. This
scenario corresponds by example to the following case for
inputs: αY = 1

m(A) = 0.8,m(Ā) = 0.1,m(A ∪ Ā) = 0.1

mC(r) = 0.1,mC(r̄) = 0.1,mC(r ∪ r̄) = 0.8

mR(r) = 0.9,mR(r̄) = 0.1,mR(r ∪ r̄) = 0

mI(r) = 0.1,mI(r̄) = 0.1,mI(r ∪ r̄) = 0.8

and wC = 0.1, wR = 0.8 and wI = 0.1.
Hence, one gets

m′(A) = 0.8,m′(Ā) = 0.1,m′(A ∪ Ā) = 0.1

and

m(r) = 0.9449,m(r̄) = 0.0196,m(r ∪ r̄) = 0.0355

Therefore, one finally obtains as trust valuation

mt(A) = 0.7559,mt(Ā) = 0.0945,mt(A ∪ Ā) = 0.1496

For this scenario the source is confident about its own asser-
tions, and therefore

m(A) = 0.8,m(Ā) = 0.1,m(A ∪ Ā) = 0.1

and

m′(A) = 0.8,m′(Ā) = 0.1,m′(A ∪ Ā) = 0.1

have identical BBA distributions. Reliability of the source is
build namely on its reputation, as there are clues about the
competence and intentions of the source. Hence, the overall
BBA

m(r) = 0.9449,m(r̄) = 0.0196,m(r ∪ r̄) = 0.0355

is close to the initial reputation distribution

mR(r) = 0.9,mR(r̄) = 0.1,mR(r ∪ r̄) = 0

Values of trust shows the impact of using incompletely
reliable sources, which decreased the certainty level of the
initial BBA

m′(A) = 0.8,m′(Ā) = 0.1,m′(A ∪ Ā) = 0.1



to

mt(A) = 0.7559,mt(Ā) = 0.0945,mt(A ∪ Ā) = 0.1496

They also support the intuition that trust assigned by the
analyst to A will have an upper limit equal to the reputation
of the source.

B. Scenario 2 - Ambiguous report

The source Y provides A and v(A), the uncertainty level.
Suppose that v(A) has a low value, as the source is not very
sure about the events reported, and that X considers Y to
be unreliable. This scenario corresponds by example to the
following case for inputs: αY = 0.3

m(A) = 0.6,m(Ā) = 0.2,m(A ∪ Ā) = 0.2

mC(r) = 0.1,mC(r̄) = 0.8,mC(r ∪ r̄) = 0.1

mR(r) = 0.1,mR(r̄) = 0.8,mR(r ∪ r̄) = 0.1

mI(r) = 0.1,mI(r̄) = 0.1,mI(r ∪ r̄) = 0.8

and wC = 0.2, wR = 0.4 and wI = 0.4.
Hence, one gets

m′(A) = 0.18,m′(Ā) = 0.06,m′(A ∪ Ā) = 0.76

and

m(r) = 0.0223,m(r̄) = 0.4398,m(r ∪ r̄) = 0.5379

Therefore, one finally obtains as trust valuation

mt(A) = 0.0040,mt(Ā) = 0.0013,mt(A ∪ Ā) = 0.9946

This scenario is an illustration for the worst practical case
and is relevant when the analyst receives a report provided by
a source that lacks skills or competence to provide accurate
descriptions of events. In this case, the reports is incomplete,
ambiguous, or even irrelevant. In addition to low competence
and reliability, the source is also unsure about the statement.

The first modification of BBA shows the strong impact of
self-confidence, which changes drastically the BBA of the
initial assertions, from

m(A) = 0.6,m(Ā) = 0.2,m(A ∪ Ā) = 0.2

to

m′(A) = 0.18,m′(Ā) = 0.06,m′(A ∪ Ā) = 0.76

. Unsurprisingly, the overall reliability is low:

m(r) = 0.0223,m(r̄) = 0.4398,m(r ∪ r̄) = 0.5379

and the results of the final combination show an important
mass assigned to mt(A ∪ Ā) = 0.9946. Intuitively, the
information provided is useless, and considered an highly
uncertain.

C. Scenario 3 - Misleading report

In this case, Y provides the assertion A, while stating
that it certainly holds and X considers Y as a completely
unreliable source. For this case, the analyst knows that the
report is inaccurate, for example, it cannot be corroborated or it
contradicts fully or partially information from other (reliable)
sources. The analyst suspects the source of having misleading
intentions, and can therefore assign a maximal uncertainty
level to the information reported. This scenario corresponds,
by example, to the following inputs: αY = 1

m(A) = 1,m(Ā) = 0,m(A ∪ Ā) = 0

mC(r) = 0.1,mC(r̄) = 0.1,mC(r ∪ r̄) = 0.8

mR(r) = 0.1,mR(r̄) = 0.1,mR(r ∪ r̄) = 0.8

mI(r) = 0.1,mI(r̄) = 0.8,mI(r ∪ r̄) = 0.1

and wC = 0.1, wR = 0.1 and wI = 0.8. Hence, one gets

m′(A) = 1,m′(Ā) = 0,m′(A ∪ Ā) = 0

and

m(r) = 0.0237,m(r̄) = 0.9109,m(r ∪ r̄) = 0.0654

Therefore, one finally obtains as trust valuation

mt(A) = 0.0237,mt(Ā) = 0,mt(A ∪ Ā) = 0.9763

Values for this scenario show high self-confidence of the
source and high accuracy of the assertion provided; therefore
the initial BBA is unchanged after fusion with self-confidence.
Nevertheless, the impact of having misleading intention is
visible first on the mass distribution assigned to reliability and
then on the overall values of trust. With respect to the initial
values

m(A) = 1,m(Ā) = 0,m(A ∪ Ā) = 0

and the partially fused ones

m′(A) = 1,m′(Ā) = 0,m′(A ∪ Ā) = 0

, the integration of a misleading source transfers the mass
assignation almost exclusively to mt(A ∪ Ā).
Intuitively, the assertion A wile be ignored, as the reliability of
the sources is drastically decreased by a high mass assignment
on misleading intentions.

As highlighted by the examples above, there is a need for a
more detailed investigation of trust in reported information
able to make the distinction between items considered as
untrustworthy because the source reports on topics out of its
depth, makes observations under difficult conditions or has the
intention to deceive.



V. RELATED APPROACHES

The concept of trust is directly related to actions of individ-
uals [8]. Although having an obvious social dimension, trust
is not only understood towards other humans, but also towards
information pieces [9], information sources [10], Internet sites
[11], data and knowledge fusion algorithms [12], intelligent
agents [13] or services in the Internet of Things [14].

Trust assessment is not a new research topic, spanning
areas as diverse as agent systems [13], logical modeling and
argumentation [15], service provision on the Internet [16],
decision making under uncertainty or social networks analysis
[17]. Applications of trust analysis are also of interest in the
military field, where techniques were developed in order to
identify clues of veracity in interview statements [18].

While definitions of trust vary from one domain to an-
other, they all highlight some common elements. The first
commonality for all research areas cited above is to consider
trust as a user-centric notion that needs to be addressed in
integrated human-machine environments which rely heavily
on information collected by humans. Second, all definition
associate some degree of uncertainty with trust, which is
then captured by concepts such as subjective certainty or
agent’s beliefs [19], subjective probability [20] or the feeling
of security [21].

Contributions on trust estimation keep the distinction be-
tween analyzing the source of information, the item reported
or reasoning about trust. Approaches developed for trust
in information sources considers that trust is not a general
attribute of the source but rather related to some properties
like competence in [22], sincerity, willingness to cooperate
[15], validity or vigilance. On this basis, it becomes possible
to consider the competence of a source not in general but with
respect to specific topics [23], or trust is further analyzed in
relation to roles, categories or classes [24].

Works on reasoning about trust focus in modeling trust on
information sources not directly from its properties, but from
analyzing past behaviors of sources [25] or inferring trust in
some properties from already estimated trust in other proper-
ties [26]. Among them, some focus on building trust by using
argumentation [27], beliefs fusion or judgment aggregation
[28] or investigate their joint integration [29]. [30] developed
various patterns to reason about trust ans its provenance while
the notion of conflict in handling trust is discussed in [31].

Solutions addressing trust in reported information inves-
tigates the way items are distorted while passing from one
source to another before being considered for decision [32],
but generally remains a topic that has received few attention.
Most approaches developed logic-based solutions to model
distortions of items represented as logical structures that are
exchanged between agents having intentions and the ability
to deceive. However, there are more challenges arising when
the information is analyzed in its textual form: uncertainty
as expressed in natural language statements is investigated in
[33] while [34] provides a broader discussion of pitfalls and
challenges related to soft data integration.

This paper fills the gap by addressing trust estimation for
opportunistic reporting. The paper is similar to the approach
developed in [32] and it takes a step further by taking into
account both self-confidence and intentions of opportunistic
sources.

VI. CONCLUSIONS AND FUTURE WORK

Trust assessment plays a crucial role for systems and pro-
cesses relying on information reported by human sources.Trust
estimation is also of particular interest for applications inte-
grating assertions that are constantly transferred from humans
to automatic processing and back.

This paper tackles the problem of trust in information
reported by opportunistic sources and presents a model that
explores different attributes of human sources and their ability
to assess the items provided. Belief functions offers a useful
frame to implement the model and allows the definition of
specific operators to combine elements of the model.

The paper also discuss several scenarios in an attempt to
illustrate the estimation of trust within a system composed
of sources and analysts under different circumstances. Ex-
perimental results shows that variations of trust when several
features are altered are consistent with commonsense assump-
tions, and, intuitively, the model behaves correctly.
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