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Preamble

his second book devoted on advances and applications of Dezert-Smarandache Theory

(DSmT) for information fusion collects recent papers from different researchers working in
engineering and mathematics. Part 1 of this book presents the current state-of-the-art on theo-
retical investigations while, Part 2 presents several applications of this new theory. Some ideas
in this book are still under current development or improvements, but we think it is important
to propose them in order to share ideas and motivate new debates with people interested in
new reasoning methods and information fusion. So, we hope that this second volume on DSmT
will continue to stir up some interests to researchers and engineers working in data fusion and
in artificial intelligence.

This second volume brings several theoretical advances and applications which some of them
have not been published until now, or only partially published and presented since summer 2004
in some past international conferences, journals or in some workshops and seminars. Through
this volume, the readers will discover a new family of Proportional Conflict Redistribution
(PCR) rules for efficient combination of uncertain, imprecise and highly conflicting sources of
information; new investigations on continuous belief functions; investigations on new fusion
rules based on T-norms/T-conorms or N-norms/N-conorms (hence using fuzzy/neutrosophy
logic in information fusion); an extension of DSmT for dealing with qualitative information ex-
pressed directly with linguistic labels; some proposals for new belief conditioning rules (BCR),
and more. Also, applications of DSmT are showing up to multitarget tracking in clutter based
on generalized data association, or target type tracking, to robot’s map reconstruction, sonar
imagery and radar target classification.

We want to thank all people who have invited us, or our colleagues, to give lectures on DSm'T
in workshops and seminars during the last two years at NIA/NASA Hampton, VA, USA (Nov.
2004), Czech Society for Cybernetics and Informatics, Praha (Dec. 2004), University Kolkata,
India (Dec. 2004), NATO Advanced Study Institute, Albena, Bulgaria (May 2005), NATO Ad-
vanced Research Workshop, Tallinn, Estonia (June 2005), Marcus Evans Workshop, Barcelona,
Spain (Nov. 2005), ENSIETA, Brest, France (Dec. 2005), Information Days on Advanced Com-
puting, Velingrad, Bulgaria (May 2006), University Sekolah Tinggi Informatika & Komputer
Indonesia, Malang, Indonesia, (May 2006), University Kristen Satya Wacana, Salatiga, Indone-
sia (May 2006) and at the Round panel Discussion on Prevision Methods, 38i¢mes Journées de
Statistique, EDF Recherche et Développement (ICAME/SOAD), Clamart, France (Mai 2006).

We want to thank Dr. Frédéric Dambreville, Dr. Milan Daniel, Mr. Pascal Djiknavorian,
Prof. Dominic Grenier, Prof. Xinhan Huang, Dr. Pavlina Konstantinova, Mr. Xinde Li, Dr.
Arnaud Martin, Dr. Christophe Osswald, Dr. Andrew Schumann, Prof. Tzvetan Semerdjiev,
Dr. Albena Tchamova and Prof. Min Wang for their contributions to this second volume, and
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for their interests and support of these new ideas. We are grateful to our colleagues for encourag-
ing us to edit this second book and for sharing with us many ideas and questions on DSmT since
the publication of the first volume in June 2004. We specially thank Albena Tchamova for her
devotion in helping us in the preparation of this book and Arnaud Martin and Christophe Osswald
for kindly providing us an interesting image for the front cover of the volume. We also thank
all colleagues and reviewers of our papers who have manifested their interests in our works and
have brought either positive or negative comments and, in all cases, interesting, passionate and
exciting discussions. Without feedbacks from them, new ideas would have probably emerged
more slowly. So, more than ever, we encourage you, if you are interested in Information Fusion
and by DSmT to share your comments, criticisms, notes and articles with us for maybe a next
volume ...

We are very grateful to Doctor Eloi Bossé and Professor Bassel Solaiman for accepting to
peer-review this second volume and writing a preface for it. We want also to thank Professor
Pierre Valin for his deep review of this book and all his valuable comments which were very
helpful for improvement of this volume.

Jean Dezert is grateful to Department of Information Modelling and Processing (DTIM) at
the Office National d’Etudes et de Recherches Aérospatiales (ONERA), Chatillon, France for
encouraging him to carry on this research and for its financial support. Florentin Smarandache
is grateful to The University of New Mexico that many times partially sponsored him to attend
international conferences, workshops and seminars on Information Fusion and to the University
Sekolah Tinggi Informatika & Komputer Indonesia - Malang, and the University Kristen Satya
Wacana - Salatiga, both from Indonesia, that invited him to present the DSmT in May 2006.

We want to thank everyone.

The Editors



Prefaces

Data and information fusion clearly is a key enabler in the provision of decision quality
information to the decision maker. The essence of decision-making in civilian, military
and public security operations is people making timely decisions in the face of uncertainty, and
acting on them. This process has been immeasurably complicated by the overwhelming and in-
creasing volume of raw data and information available in the current age. Knowledge, belief and
uncertainty are three key notions of the data/information fusion process. Belief and knowledge
representation is a crucial step needed to transform data into knowledge that I believe is the
ultimate goal of information fusion. The data/information coming from the different sources
must be converted into a certain language or with other means (e.g. visualization) so as they
can be processed and used by the human to build his mental model in order to decide and act.
To this end, formalization is necessary to be able to deal with knowledge or uncertainty: a for-
mal framework in which knowledge, information and uncertainty can be represented, combined
and managed. An ideal framework would be one mixing quantified evaluations of uncertainty
and high reasoning capabilities.

It is a great pleasure to welcome this second volume on ‘Advances and Applications of DSmT
for Information Fusion’. As already mentioned in Volume 1, The Dezert-Smarandache Theory
(DSmT) is considered as an extension of the Dempster-Shafer (DS) as well as the Bayesian
theories to formalize the fusion process for efficient combination of uncertain, imprecise and
highly conflicting sources of information. This second volume brings in depth presentation of
several theoretical advances and applications of that theory. In particular, the combination
rules have been treated in a way that we can consider to be almost exhaustive. The book
also presents very interesting applications of DSmT to multitarget tracking and classification,
robotics and sonar imagery. The quantitative approaches have been addressed quite extensively
in this volume and we must congratulate the authors to have brought contributions addressing
the qualitative information sources. Even though the book did not provide that ideal framework
mixing quantified evaluations of uncertainty and high reasoning capabilities, the contributions
are significant and will certainly motivate researchers and engineers working in data/informa-
tion fusion to be more innovative and creative.

I specifically thank Florentin Smarandache and Jean Dezert for having taken the responsi-
bility to edit that book and the authors for their original contribution in bringing more light
on this promising approach.

Eloi Bossé, Ph.D.
Head of Decision Support Systems
Defence Research and Development Canada



With the continuous technologies development, we assist to an explosion of information
sources. It is not one or two sensors, which are available but sometimes more than a
hundred. The sensors multiplicity makes the decision-making process more complex. Thus, it
is very difficult to find the “credible” information in such information mass.

In 2004, F. Smarandache and J. Dezert have published volume 1 of “Advances and Appli-
cations of DSmT for information Fusion”. The so active DSmT community pursues its own
development and few years after, it is so great to produce the second volume with two comple-
mentary and interesting issues that readers will certainly have pleasure to read.

In the first part, the authors present the current state of the art related to the Dezert-
Smarandache Theory (DSmT) for information fusion. In this “theoretical” part, we discover a
set of new topics and new extensions. This certainly gives several good tools for engineering
applications.

The second part is perhaps the most exciting from a practical point of view. First, four
concrete applications show that DSmT in association with proportional conflict redistribution
rules are very efficient. In real application, the real time response is necessary, a solution of this
problem is presented in the chapter untitled “Reducing DSmT hybrid rule complexity through
optimization of the calculation algorithm” optimization and complexity reducing.

In the first application, the uncertainty plays a major role. The classification of underwater
sediment using a sonar image and human experts decision or in the case of a target recogni-
tion using virtual experts, is detailed. The main problem is to make a decision when two or
more experts give contradictory information? In this case the association of the DSmT with
combination rules is clearly shown to be efficient.

The second and third applications illustrate the problem of targets tracking or recognition in
real situations. These two applications pursue a previous work and the efficiency of the DSmT
in association with PCR in a complex system is detailed.

Robot exploration in an unknown environment is a difficult task. This application uses
several sensors (16 simulated sonar detectors, location of robot, velocity...) and a redistribution
of the conflict mass to build the grid map. Several methods are tested in order to show the
advantages of the association between DSmT and PRC5.

The problem of optimizing and algorithmic complexity reducing is very useful when a real
time decision is concerned. This illustrates the constant growing of the DSmT community. 1
would like to thank the authors for their original contributions and to encourage the develop-
ment of this fascinating approach.

Bassel Solaiman, Prof., Ph.D.
ENST Bretagne
Brest - France
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Chapter 1

Proportional Conflict Redistribution
Rules for Information Fusion

Florentin Smarandache Jean Dezert
Department of Mathematics, ONERA,
University of New Mexico, 29 Av. de la Division Leclerc,
Gallup, NM 87301, 92320 Chatillon,
U.S.A. France.

Abstract: In this chapter we propose five versions of a Proportional Conflict Re-
distribution rule (PCR) for information fusion together with several examples. From
PCR1 to PCR2, PCR3, PCR4, PCR5 one increases the complezity of the rules and
also the exactitude of the redistribution of conflicting masses. PCR1 restricted from
the hyper-power set to the power set and without degenerate cases gives the same re-
sult as the Weighted Average Operator (WAQ) proposed recently by Josang, Daniel
and Vannoorenberghe but does mot satisfy the neutrality property of vacuous belief
assignment (VBA). That’s why improved PCR rules are proposed in this chapter.
PCR/ is an improvement of minC and Dempster’s rules. The PCR rules redistribute
the conflicting mass, after the conjunctive rule has been applied, proportionally with
some functions depending on the masses assigned to their corresponding columns
in the mass matriz. There are infinitely many ways these functions (weighting fac-
tors) can be chosen depending on the complexity one wants to deal with in specific
applications and fusion systems. Any fusion combination rule is at some degree
ad-hoc.

1.1 Introduction

This chapter presents a new set of alternative combination rules based on different proportional
conflict redistributions (PCR) which can be applied in the framework of the two principal
theories dealing the combination of belief functions. We remind briefly the basic ideas of these
two theories:

e The first and the oldest one is the Dempster-Shafer Theory (DST) developed by Shafer in
1976 in [17]. In DST framework, Glenn Shafer starts with a so-called frame of discernment
© = {01,...,0,} consisting in a finite set of exclusive and exhaustive hypotheses. This

3
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is Shafer’s model. Then, a basic belief assignment (bba) m(.) is defined as the mapping
m : 29 — [0, 1] with:
m(0) =0 and Z m(X)=1 (1.1)
Xe2©
The combination of belief assignments provided by several sources of evidence is done
with Dempster’s rule of combination.

The second and the most recent theory is the Dezert-Smarandache Theory (DSmT) de-
veloped by the authors since 2001 [18]. In the DSmT framework, one starts with a frame
© = {f1,...,0,} consisting only in a finite set of exhaustive! hypotheses. This is the
so-called free DSm model. The exclusivity assumption between elements (i.e. requirement
for a refinement) of © is not necessary within DSmT. However, in DSmT any integrity
constraints between elements of © can also be introduced, if necessary, depending on the
fusion problem under consideration. A free DSm model including some integrity con-
straints is called a hybrid DSm model. DSmT can deal also with Shafer’s model as well
which appears actually only as a specific hybrid DSm model. The DSmT framework is
much larger that the DST one since it offers the possibility to deal with any model and
any intrinsic nature of elements of © including continuous/vague concepts having subjec-
tive/relative interpretation which cannot be refined precisely into finer exclusive subsets.
In DSmT, a generalized basic belief assignment (gbba) m(.) is defined as the mapping
m: D® — [0,1] with

m(0) =0 and Z m(X)=1 (1.2)

XeD®

D® represents the hyper-power set of © (i.e. Dedekind’s lattice). Since the power set
29 is closed under U operator, while the hyper-power set D® is closed under both U and
N operators, | D® [>]| 2° |. A detailed presentation of DSmT with many examples and
comparisons between rules of combination can be found in [18].

Among all possible bba’s or gbba’s, the belief vacuous belief assignment (VBA), denoted
my(.) and defined by m,(0©) = 1 which characterizes a full ignorant source, plays a particular
and important role for the construction of a satisfying combination rule. Indeed, the major
properties that a good rule of combination must satisfy, upon to authors’ opinion, are :

1.

2.

3.

the coherence of the combination result in all possible cases (i.e. for any number of sources,
any values of bba’s or gbba’s and for any types of frames and models which can change
or stay invariant over time).

the commutativity of the rule of combination

the neutral impact of the VBA into the fusion.

The requirement for conditions 1 and 2 is legitimate since we are obviously looking for best
performances (we don’t want a rule yielding to counter-intuitive or wrong solutions) and we
don’t want that the result depends on the arbitrary order the sources are combined. The neutral
impact of VBA to be satisfied by a fusion rule (condition 3), denoted by the generic & operator
is very important too. This condition states that the combination of a full ignorant source

!The exhaustivity assumption is not restrictive since one always can close any non-exhaustive set by intro-
ducing a closure element, say 6y, representing all missing unknown hypotheses.
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with a set of s > 1 non-totally ignorant sources doesn’t change the result of the combination of
the s sources because the full ignorant source doesn’t bring any new specific evidence on any
problems under consideration. This condition is thus perfectly reasonable and legitimate. The
condition 3 is mathematically represented as follows: for all possible s > 1 non-totally ignorant
sources and for any X € 29 (or for any X € D® when working in the DSmT framework), the
fusion operator ¢ must satisfy

M1 @®...0oms ®@my|(X) =[m1 @... 5 mg(X) (1.3)

The associativity property, while very attractive and generally useful for sequential imple-
mentation is not actually a crucial property that a combination rule must satisfy if one looks
for the best coherence of the result. The search for an optimal solution requires to process all
bba’s or ghba’s altogether. Naturally, if several different rules of combination satisfy conditions
1-3 and provide similar performances, the simplest rule endowing associativity will be preferen-
tially chosen (from engineering point of view). Up to now and unfortunately, no combination
rule available in literature satisfy incontrovertibly the three first primordial conditions. Only
three fusion rules based on the conjunctive operator are known associative: Dempster’s rule in
DST, Smets’ rule (conjunctive consensus based on the open-world assumption), and the DSm
classic rule on free DSm model. The disjunctive rule is associative and satisfy properties 1 and 2
only. All alternative rules developed in literature until now don’t endow properties 1-3 and the
associativity property. Although, some rules such as Yager’s, Dubois & Prade’s, DSm hybrid,
WAOQO, minC, PCR rules, which are not associative become quasi-associative if one stores the
result of the conjunctive rule at each time when a new bba arises in the combination process
(see section 1.14 for details).

This chapter extends a previous paper on Proportional Conflict Redistribution Rule no 1
(PCR1) detailed in [20, 21] in order to overcome its inherent limitation (i.e. the neutral impact
of VBA - condition 3 - is not fulfilled by PCR1). In the DSm hybrid rule of combination [18],
the transfer of partial conflicts (taking into account all integrity constraints of the model) is
done directly onto the most specific sets including the partial conflicts but without proportional
redistribution. In this chapter, we propose to improve this rule by introducing a more effective
proportional conflict redistribution to get a more efficient and precise rule of combination PCRS5.

The main steps in applying all the PCR rules of combination (i.e. fusion) are as follows:
e Step 1: use the conjunctive rule,

e Step 2: compute the conflicting masses (partial and/or total),

e Step 3: redistribute the conflicting masses to non-empty sets.

The way the redistribution is done makes the distinction between all existing rules available
in literature in the DST and DSmT frameworks (to the knowledge of the authors) and the
PCR rules, and also the distinction among the different PCR versions themselves. One also
studies the impact of the vacuous belief assignment (VBA) on PCR rules and one makes a short
discussion on the degree of the fusion rules’ ad-hoc-ity.

Before presenting the PCR rules, and after a brief reminder on the notion of total and
partial conflicts, we browse the main rules of combination proposed in the literature in the
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frameworks of DST and DSmT in the next section. More rules of combination are presented
in Chapter 8. Then we present the general Weighted Operator (WO), the Weighted Average
Operator (WAO) and the minC operator. MinC is historically the first sophisticated rule using
the idea of proportional conflict redistribution. The last part of this chapter is devoted to the
development of a new family of PCR rules. Several examples and comparisons with other rules
are also provided.

1.2 The principal rules of combination

In the sequel, we assume non degenerate void? problems and thus we always consider the frame
© as a truly non empty finite set (i.e. © # {0}), unless specified expressly.

1.2.1 Notion of total and partial conflicting masses

The total conflicting mass drawn from two sources, denoted kis, is defined as follows:

k?lg = Z ml(Xl)mg(Xg) (14)

X1,X2€G®
X1NXa=0

The total conflicting mass is nothing but the sum of partial conflicting masses, i.e.

k19 = Z m(X1 ﬂXQ) (1.5)

X1,X2€G®
X1NXao=0

Here, m(X1 N X3), where X7 N X = (), represents a partial conflict, i.e. the conflict between
the sets X; and Xy. Formulas (1.4) and (1.5) can be directly generalized for s > 2 sources as

follows:
k.. = Z Hmz(Xz) (1.6)

Xm....ﬁXsfq)
kio. s = Z m(X1 ﬂXgﬂ...ﬂXs) (1.7)

X1, -7Xs€G®

X1N..NXs=0
1.2.2 The conjunctive rule
1.2.2.1 Definition
For n > 2, let’s © = {61,04,...,0,} be the frame of the fusion problem under consideration. In
the case when these n elementary hypotheses 61, 0s,...,60, are known to be truly ezhaustive and

exclusive (i.e. Shafer’s model holds), one can use the DST [17] framework with Dempster’s rule,

*The degenerate void problem considers © = {}}} which is actually a meaningless fusion problem in static
fusion applications since the frame contains no hypothesis on which we can work with. In dynamic fusion
application, a non degenerate void problem can sometimes turn into a degenerate void problem at a given time
depending of the evolution of integrity constraints and thus the dynamic fusion problem can vanish with time.
To overcome such possibility (if required by the fusion system designer), it is more cautious to always introduce
at least one closure - possibly unknown - element 6y # () in ©.
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Yager’s rule [29, 30], the TBM [25, 26] approach, Dubois-Prade approach [6-8] or the DSmT
framework as well using the general DSm hybrid rule of combination [18] adapted to deal with
any DSm model (including Shafer’s model). When the hypotheses (or some of them) are not
exclusive and have potentially vague boundaries, the DSmT [18] is adopted. If hypotheses are
known to be non-exhaustive, one can either use Smets’ open-world approach [25, 26] or apply
the hedging closure procedure [28] and work back with DST or DSmT.

The conjunctive rule (known also as conjunctive consensus) for s > 2 sources can be applied
both in DST and in DSmT frameworks. In the DST framework, it is defined VX € 2° by

S
ma(X)= > J]m(X) (1.8)
X1,..,X:€29 =1
X1N..NnXs=X

man(.) is not a proper belief assignment satisfying Shafer’s definition (1.1), since in most of cases
the sources do not totally agree (there exists partial and/or total conflicts between sources of
evidence), so that mn(0) > 0. In Smets’ open-world approach and TBM, one allows mn(0) > 0
and the empty set is then interpreted not uniquely as the classical empty set (i.e. the set having
no element) but also as the set containing all missing hypotheses of the original frame © to
which all the conflicting mass is committed.

In the DSmT framework, the formula is similar, but instead of the power set 2°, one uses
the hyper-power set D® and the generalized basic belief assignments, i.e. VX € D®

ma(X)= ) Hmi(Xi) (1.9)

mn(.) remains, in the DSmT framework based on the free DSm model, a proper generalized
belief assignment as defined in (1.2). Formula (1.9) allowing the use of intersection of sets (for
the non-exclusive hypotheses) is called the DSm classic rule.

1.2.2.2 Example

Let’s consider © = {#1,05} and two sources with belief assignments
m1(¢91) =0.1 ml(‘92) =0.2 m1(91 U 92) =07

ma(01) = 0.4 mo(f2) = 0.3 my(fy Ub) =0.3

In the DST framework based on Shafer’s model, one gets
mn(0) =0.11 mn(61) =0.35

mm(ﬁg) =0.33 mm((91 @] (92) =0.21

In the DSmT framework based on the free DSm model, one gets
mm(@) =0 mm((91 N 92) =0.11

mm(ﬁl) =0.35 mm(Hg) =0.33 mm(01 U (92) =0.21
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We can easily verify that the condition 3 (neutral impact of VBA) is satisfied with the con-
junctive operator in both cases and that the commutativity and associativity are also preserved.
The main drawback of this operator is that it doesn’t generate a proper belief assignment in
both DST and DSmT frameworks when integrity constraints are introduced in the model as in
dynamic fusion problems where the frame and/or the model itself can change with time.

1.2.3 The disjunctive rule

The disjunctive rule of combination [6, 7, 24] is a commutative and associative rule proposed
by Dubois & Prade in 1986 and denoted here by the index U. my(.) is defined VX € 29 by
my(0) = 0 and V(X # 0) € 2° by

mu(X) = Z ml(Xl)mg(Xg)

X1,X2€2°
X1UXo=X

The core of the belief function (i.e. the set of focal elements having a positive mass) given
by my, equals the union of the cores of m; and mo. This rule reflects the disjunctive consensus
and is usually preferred when one knows that one of the sources (some of the sources in the
case of s sources) could be mistaken but without knowing which one. The disjunctive rule can
also be defined similarly in DSmT framework by replacing 2© by D® in the previous definition.

1.2.4 Dempster’s rule of combination

Dempster’s rule of combination is the most widely used rule of combination so far in many ex-
pert systems based on belief functions since historically it was proposed in the seminal book of
Shafer in [17]. This rule, although presenting interesting advantages (mainly the commutativity,
associativity and the neutral impact of VBA) fails however to provide coherent results due to
the normalization procedure it involves. Some proponents of Dempster’s rule claim that this
rule provides correct and coherent result, but actually under strictly satisfied probabilistic con-
ditions, which are rarely satisfied in common real applications. Discussions on the justification
of Dempster’s rule and its well-known limitations can be found by example in [18, 27, 31-33].
Let’s a frame of discernment © based on Shafer’s model and two independent and equally reli-
able belief assignments mq(.) and mg(.). Dempster’s rule of combination of m;(.) and mg(.) is
obtained as follows: mpg(#) = 0 and V(X # ) € 2° by

Z ml(Xl)mg(Xg)

X1,X2€29

X1NXo=X 1
mpg(X) = ——1022 =T ST mi(X1)ma(Xo) (1.10)
L= > mi(Xn)ma(Xo) ¥ Xpe20
X1,X2€2® X1NXo=X
X1NXo=0

where the degree of conflict ko is defined by ko £ Z m1(X1)me(X2).

X1,X2€2°
X1NXo=0

mps(.) is a proper basic belief assignment if and only if the denominator in equation (1.10) is
non-zero, i.e. the degree of conflict k1o is less than one.
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1.2.5 Smets’ rule of combination

Smets’ rule of combination [25, 26] is nothing but the non-normalized version of the conjunctive
consensus (equivalent to the non-normalized version of Dempster’s rule). It is commutative
and associative and allows positive mass on the null/empty set () (i.e. open-world assumption).
Smets’ rule of combination of two independent (equally reliable) sources of evidence (denoted
here by index S) is given by:

ms(@) = ]{512 = Z ml(Xl)mg(Xg)
X1,X2€29
X1NXao=0

and V(X # 0) € 29, by

mg(X) = Z m1(X1)ma(X2)

X1,X2€2°
X1NXo=X

1.2.6 Yager’s rule of combination

Yager’s rule of combination [28-30] admits that in case of conflict the result is not reliable, so
that k1o plays the role of an absolute discounting term added to the weight of ignorance. This
commutative but not associative rule, denoted here by index Y is given® by my () = 0 and
VX €29 X #£0,X #6 by

my(X) = Z m1(X1)ma(X2)

X1,X2€2°
X1NXo=X

and when X = © by

my(0) =m1(@)ma(®) + > ma(X1)ma(Xs)

X1,X2€2°
X1NXao=0

1.2.7 Dubois & Prade’s rule of combination

Dubois & Prade’s rule of combination [7] admits that the two sources are reliable when they
are not in conflict, but one of them is right when a conflict occurs. Then if one observes a value
in set X; while the other observes this value in a set Xs, the truth lies in X; N X5 as long
X1NXy #0. If X1N X =0, then the truth lies in X; U X [7]. According to this principle, the
commutative (but not associative) Dubois & Prade hybrid rule of combination, denoted here
by index DP, which is a reasonable trade-off between precision and reliability, is defined by
mpp(#) =0 and VX € 29, X # () by

mDp(X) = E ml(Xl)mg(X2)+ E ml(Xl)mg(Xg) (111)
X1,X2€29 X1,X2€29
X1NXo=X X1UXo=X
X1NXo#£0 X1NXao=0

30 represents here the full ignorance 61 U6z U ... U6, on the frame of discernment according the notation
used in [17].
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1.2.8 The hybrid DSm rule

The hybrid DSm rule of combination is the first general rule of combination developed in the
DSmT framework [18] which can work on any DSm models (including Shafer’s model) and for
any level of conflicting information. The hybrid DSm rule can deal with the potential dynamicity
of the frame and its model as well. The DSmT deals properly with the granularity of information
and intrinsic vague/fuzzy nature of elements of the frame © to manipulate. The basic idea of
DSmT is to define belief assignments on hyper-power set D (i.e. free Dedekind’s lattice) and to
integrate all integrity constraints (exclusivity and/or non-existential constraints) of the model,
say M(O), fitting with the problem into the rule of combination. Mathematically, the hybrid
DSm rule of combination of s > 2 independent sources of evidence is defined as follows (see
chap. 4 in [18]) for all X € D®,

mae) (X) £ 6(X)[S1(X) + S2(X) + S3(X)] (1.12)

where all sets involved in formulas are in canonical form*, and where ¢(X) is the characteristic
non-emptiness function of a set X, i.e. ¢(X) =11if X ¢ @ and ¢(X) = 0 otherwise, where
02 {@r,0}. Onq is the set of all elements of D® which have been forced to be empty through
the constraints of the model M and 0 is the classical/universal empty set. S1(X), S2(X) and
S3(X) are defined by

Si(X) & Z Hmi(Xi) (1.13)

X1,Xo2,...Xs€D® =1
X1NXaN...NXs=X

S2(X) 2 2. [T (1.14)
X1,Xs,...,. X;€0 i=1
U=X|V[UED)A(X=I})]

S
S3(4) 2 > [[mi(x) (1.15)
X1,Xo,..,X,eD® =1
X1UXoU. .UX=A
X1NX2N..NX.€0
with U £ u(X1) Uu(X2)U. .. Uu(X,) where u(X) is the union of all §; that compose X and
Iy 2 0, U6 U... U0, is the total ignorance. Si(A) corresponds to the classic DSm rule for
k independent sources based on the free DSm model M/ (0); So(A) represents the mass of all
relatively and absolutely empty sets which is transferred to the total or relative ignorances asso-
ciated with non existential constraints (if any, like in some dynamic problems); S3(A) transfers
the sum of relatively empty sets directly onto the (canonical) disjunctive form of non-empty
sets®. The hybrid DSm rule generalizes the classic DSm rule of combination and is not equiva-
lent to Dempster’s rule. It works for any DSm models (the free DSm model, Shafer’s model or
any other hybrid models) when manipulating precise generalized (or eventually classical) basic

“The canonical form of a set is its easiest (or standard) form. We herein use the disjunctive normal form
(which is a disjunction of conjunctions). In Boolean logic (and equivalently in the classical set theory) every
statement of sentential calculus can be reduced to its disjunctive normal form. Of course the canonical form
depends on the model.

"We have voluntarily removed the canonicity function c(.) in expression of S3(.) with respect to some formulas
in earlier publications because such notation appears actually totally useless since all sets involved in formulas
must be expressed in canonical form.
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belief functions. Extension of this hybrid DSm rule for the fusion of imprecise belief can be
found in [18].

In the case of a dynamic fusion problem, when all elements become empty because one gets
new evidence on integrity constraints (which corresponds to a specific hybrid model M), then
the conflicting mass is transferred to the total ignorance, which also turns to be empty, therefore
the empty set gets now mass equals one which shows that the problem has no solution at all
(actually the problem is a degenerate void problem since all elements became empty at a given
time). If we prefer to adopt an optimistic vision, we can consider that one (or more missing hy-
potheses), say 0y, has entered in the frame but we did pay attention to it in the dynamicity and
thus, one must expressly consider m(6y) = 1 instead of m(0)) = 1. For example, Let’s consider
the frame © = {A, B} with the 2 following bba’s m;(A) = 0.5, m1(B) = 0.3, m1(AU B) = 0.2
and mo(A) = 0.4, ma(B) = 0.5, ma(A U B) = 0.1, but one finds out with new evidence that A

and B are truly empty, then AUB = 0 = ). Then m(()) = 1 which means that this is a totally
impossible problem because this degenerate problem turns out to be void. The only escape is to
include a third or more missing hypotheses C', D, etc into the frame to warranty its true closure.

The hybrid DSm rule of combination is not equivalent to Dempster’s rule even working
on Shafer’s model. DSmT is an extension of DST in the way that the hyper-power set is
an extension of the power set; hyper-power set includes, besides, unions, also intersections of
elements; and when all intersections are empty, the hyper-power set coincides with the power
set. Consequently, the DSm hybrid models include Shafer’s model. An extension of this rule
for the combination of imprecise generalized (or eventually classical) basic belief functions is
possible and is presented in [18]. The hybrid DSm rule can be seen as an improved version
of Dubois & Prade’s rule which mix the conjunctive and disjunctive consensus applied in the
DSmT framework to take into account the possibility for any dynamical integrity constraint in
the model.

1.3 The general weighted operator (WO)

In the framework of Dempster-Shafer Theory (DST), a unified formula has been proposed
recently by Lefevre, Colot and Vanoorenberghe in [12] to embed all the existing (and potentially
forthcoming) combination rules involving conjunctive consensus in the same general mechanism
of construction. It turns out that such unification formula had been already proposed by
Inagaki [10] in 1991 as reported in [16]. This formulation is known as the Weighted Operator
(WO) in literature [11]. The WO for 2 sources is based on two steps.

e Step 1: Computation of the total conflicting mass based on the conjunctive consensus

]{512 £ Z ml(Xl)mg(Xg) (116)

X1,X2€2°
X1NXao=0

e Step 2: This second step consists in the reallocation (convex combination) of the con-
flicting masses on (X # () C © with some given coefficients w,,(X) € [0,1] such that
> xco wm(X) =1 according to

m(0) = wp,(0) - k12
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and V(X # ) € 29

m(X)=[ > mi(X1)ma(X2)] + wm(X)kr2 (1.17)

X1,X2€29
X1NXo=X

The WO can be easily generalized for the combination of s > 2 independent and equally
reliable sources of information as well by substituting k1o in step 1 by

kio..s = Z H m;(X;)

X1,...,Xs€29 i=1
X1N..NXs=0

and for step 2 by deriving for all (X # (}) € 2° the mass m(X) by

m(X) = | Z Hmz(Xz)] + win(X)ki2. s

The particular choice of coefficients wy,(.) provides a particular rule of combination (Demp-
ster’s, Yager’s, Smets’, Dubois & Prade’s rules, by example, are particular cases of WO [12]).
Actually this nice and important general formulation shows there exists an infinite number of
possible rules of combination. Some rules are more justified or criticized with respect to the
other ones mainly on their ability to, or not to, preserve the commutativity, associativity of the
combination, to maintain the neutral impact of VBA and to provide what we feel coherent/ac-
ceptable solutions in high conflicting situations. It can be easily shown in [12] that such general
procedure provides all existing rules involving conjunctive consensus developed in the literature
based on Shafer’s model.

1.4 The weighted average operator (WAO)

1.4.1 Definition

This operator has been recently proposed (only in the framework of Dempster-Shafer theory)
by Jesang, Daniel and Vannoorenberghe in [11] only for static fusion case. It is a new particular
case of WO where the weighting coefficients w,,(A) are chosen as follows: w,,(0)) = 0 and

VX €29\ {0},

1 S
Wi (X) = gZ;qm(x) (1.18)
1=
where s is the number of independent sources to combine.

From the general expression of WO and this particular choice of weighting coefficients
wy(X), one gets, for the combination of s > 2 independent sources and V(X # () € 29

S 1 S S
mwaoX) = D J[mx)]+ 5 om0 > []ma(X0) (1.19)
X1,..,Xs€29 =1 1=1 X1,...,Xs€29 =1
X1N..NXs=X X1N..NXs=0
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1.4.2 Example for WAO

Let’s consider Shafer’s model (exhaustivity and exclusivity of hypotheses) on © = {A, B} and
the two following bba’s

mi(A) =03 my(B)=04 mi(AUB)=0.3
ma(A) =05 me(B)=0.1 my(AUB) =04
The conjunctive consensus yields®
miz(A) =042 my2(B)=0.23 mi2(AUB)=0.12
with the conflicting mass k12 = 0.23. The weighting average coefficients are given by
wm(A4) =040 w,(B) =025 w,(AUB)=0.35
The result of the WAO is therefore given by
mw ao(12(A) = mia(A) + wp(A) - kg = 0.42 4 0.40 - 0.23 = 0.5120

My aopz(B) = miz(B) + wpn(B) - kiz = 0.23 + 0.25 - 0.23 = 0.2875
My aoji2(AU B) = mia(AU B) + wn(AU B) - kia = 0.12 + 0.35 - 0.23 = 0.2005

1.4.3 Limitations of WAO

From the previous simple example, one can easily verify that the WAO doesn’t preserve the
neutral impact of VBA (condition expressed in (1.3)). Indeed, if one combines the two first
sources with a third (but totally ignorant) source represented by the vacuous belief assignment
(i.e. m3(.) = my(.)), m3(AUB) = 1 altogether, one gets same values from conjunctive consensus
and conflicting mass, i.e. kjo3 = 0.23 and

mlzg(A) =0.42 mlgg(B) =0.23 m123(A U B) =0.12
but the weighting average coefficients are now given by
wm(A) =0.8/3 wy(B)=05/3 w,(AUB)=17/3

so that
my ao123(A) = 0.42 + (0.8/3) - 0.23 ~ 0.481333
mw ao23(B) = 0.23 + (0.5/3) - 0.23 =~ 0.268333
mw aon23(AUB) =0.12 + (1.7/3) - 0.23 = 0.250334
Consequently, WAO doesn’t preserve the neutral impact of VBA since one has found at least

one example in which condition (1.3) is not satisfied because

My ao123(A) # My a0)12(A)

SWe use m12 instead of mn to indicate explicitly that only 2 sources enter in the conjunctive operator. The
notation my 4012 denotes the result of the WAO combination for sources 1 and 2. When s > 2 sources are
combined, we use similarly the notations mi2...s and mw a0|12...s-
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mw aon23(B) # mw aon2(B)
my aoj123(A U B) # my a0112(A U B)

Another limitation of WAO concerns its impossibility to deal with dynamical evolution of
the frame (i.e. when some evidence arises after a while on the true vacuity of elements of power
set). As example, let’s consider three different suspects A, B and C' in a criminal investigation
(i.e. © ={A, B,C}) and the two following simple Bayesian witnesses reports

ml(A) =0.3 ml(B) =04 ml(C) =0.3

The conjunctive consensus is
mlg(A) =0.15 mlg(B) =0.04 mlg(C) =0.12

with the conflicting mass k1o = 0.69. Now let’s assume that a little bit later, one learns that
B = () because the second suspect brings a perfect alibi, then the initial consensus on B (i.e.
mi2(B) = 0.04) must enter now in the new conflicting mass k7, = 0.69 + 0.04 = 0.73 since
B = 1. ki, is then re-distributed to A and C according to the WAO formula:

mw aon2(B) = 0
M aof2(A) = 0.15 + (1/2)(0.3 + 0.5)(0.73) = 0.4420
M aoi2(C) = 0.12 + (1/2)(0.3 + 0.4)(0.73) = 0.3755

From this WAO result, one sees clearly that the sum of the combined belief assignments
my aonz2(-) is 0.8175 < 1. Therefore, the WAO proposed in [12] doesn’t manage properly
the combination with VBA neither the possible dynamicity of the fusion problematic. This lim-
itation is not very surprising since the WAO was proposed actually only for the static fusion”
based on Shafer’s model. The improvement of WAO for dynamic fusion is an open problem,
but Milan Daniel in a private communication to the authors, proposed to use the following
normalized coefficients for WAO in dynamic fusion:

w :1 ZXZlemi(X) - -
X S DUX40 Zlemz(X); i(X) (1.20)

1.5 Daniel’s minC rule of combination

1.5.1 Principle of the minC rule

MinC fusion rule is a recent interesting rule based on proportional redistribution of partial
conflicts. Actually it was the first rule, to the knowledge of authors, that uses the idea for so-
phisticated proportional conflict redistribution. This rule was developed in the DST framework
only. MinC rule is commutative and preserves the neutral impact of VBA but, as the majority
of rules, MinC is not fully associative. MinC has been developed and proposed by Milan Daniel

"Note that the static fusion aspect was not explicitly stated and emphasized in [12] but only implicitly
assumed.
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n [1-4]. A detailed presentation of MinC can also be found in [18] (Chap. 10).

The basic idea of minC is to identify all different types of partial conflicts and then transfer
them with some proportional redistribution. Two versions of proportional redistributions have
been proposed by Milan Daniel:

e The minC (version a) ): the mass coming from a partial conflict (called contradiction by
M. Daniel) involving several sets X1,X,...,X}, is proportionalized among all unions [ J]_,,
of j < ksets X; of {X1,...,Xx} (after a proper reallocation of all equivalent propositions
containing partial conflit onto elements of power set).

e The minC (version b) ): the mass coming from a partial conflict involving several sets
X1,X5,...,X} is proportionalized among all non empty subsets of X U, ... U Xp.

The preservation of the neutral impact of the VBA by minC rule can been drawn from the
following demonstration: Let’s consider two basic belief assignments mq(.) and mg(.). The first
stage of minC consists in deriving the conjunctive consensus mqz(.) from my(.) and ma(.) and
then transfer the mass of conflicting propositions to its components and unions of its compo-
nents proportionally to their masses ma(.). Since the vacuous belief assignment m,(.) is the
neutral element of the conjunctive operator, one always has mi2,(.) = mi2(.) and thus the result
of the minC at the first stage and after the first stage not affected by the introduction of the
vacuous belief assignment in the fusion process. That’s why minC preserves the neutral impact
of VBA.

Unfortunately no analytic expression for the minC rules (version a) and b)) has been pro-
vided so far by the author. As simply stated, minC transfers m(A N B) when AN B = () with
specific proportionalization factors to A, B, and A U B; More generally, minC transfers the
conflicting mass m(X), when X = (), to all subsets of u(X) (the disjunctive form of X), which
is not the most exact issue. As it will be shown in the sequel of this chapter, the PCR5 rule
allows a more judicious proportional conflict redistribution. For a better understanding of the
minC rule, here is a simple illustrative example drawn from [18] (p. 237).

1.5.2 Example for minC

Let’s consider Shafer’s model with © = {6, 02, 63} and the two following bba’s to combine (here
we denotes 61 U 0 U O3 by O for notation convenience).

mi(61) =0.3 ma(01) =0.1
mi(62) = 0.2 ma(f2) = 0.1
mi(f3) =0.1 ma(f3) = 0.2
mq(6p Uby) =0.1 ma(6h UBy) =0.0
mi(01 U6s) =0.1 ma(0; U6s) =0.1
mi(62U03) = 0.0 ma(f2 U 603) = 0.2
mi1(0) =0.2 m2(0) =0.3

The results of the three steps of the minC rules are given in Table 1.1. For notation convenience,
the square symbol [J represents (61 N 62) U (01 NO3) U (62 N 0O3).
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mig | Ml m(:n)inc mfrzinc
01 0.19 | 0.20 | 0.2983 | 0.2999
0 0.15 | 0.17 | 0.2318 | 0.2402
03 0.14 | 0.16 | 0.2311 | 0.2327
01 U 69 0.03 | 0.03 | 0.0362 | 0.0383
01 U063 0.06 | 0.06 | 0.0762 | 0.0792
0y U O3 0.04 | 0.04 | 0.0534 | 0.0515
01 U6y U b3 0.06 | 0.06 | 0.0830 | 0.0692
01 N6y 0.05 | 0.05
01 N6 0.07 | 0.07
0N 63 0.05 | 0.05
01N (62 U03) || 0.06 | 0.06
02 N (01 U (93) 0.03 | 0.03
A3 N (91 U (92) 0.02 | 0.02
61U (02 N (93) 0.01
0, U (01 N (93) 0.02
A3 U (91 N (92) 0.02
01 N6y N O3 0
U 0

Table 1.1: minC result (versions a) and b))

e Step 1 of minC : the conjunctive consensus

The first column of Table 1.1 lists all the elements involved in the combination. The second
column gives the result of the first step of the minC rule which consists in applying the
conjunctive consensus operator m;s(.) defined on the hyper-power set D® of the free-DSm
model.

Step 2 of minC : the reallocation

The second step of minC consists in the reallocation of the masses of all partial conflicts
which are equivalent to some non empty elements of the power set. This is what we call
the equivalence-based reallocation principle (EBR principle). The third column mj, of
Table 1.1 gives the basic belief assignment after reallocation of partial conflicts based on
EBR principle before proportional conflict redistribution (i.e. the third and final step of
minC).

Let’s explain a bit what EBR is from this simple example. Because we are working with
Shafer’s model all elements 61, 0> and 03 of © are exclusive and therefore 61 N 6y = 0,
01N03 =10, 05N03 = 0 and 1 N6y N O3 = (. Consequently, the propositions 61 U (6 N 63),
0o U (01 N 03), and O3 U (01 N Oy) corresponding to the 14th, 15th and 16th rows of the
Table 1.1 are respectively equivalent to 61, 2 and 3 so that their committed masses
can be directly reallocated (added) onto mq2(61), mi2(02) and my2(03). No other mass
containing partial conflict can be directly reallocated onto the first seven elements of the
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table based on the EBR principle in this example. Thus finally, one gets mj,(.) = mia(.)
for all non-equivalent elements and for elements 61, > and 03 for which a reallocation has

been done
m12(01) = m12(01) + m12(91 U ((92 N (93)) =0.19+0.01 =0.20
m12(02) = m12(02) + m12(02 U ((91 N (93)) =0.154+0.02 =0.17
m12(03) = m12(03) + m12(03 U ((91 N (92)) =0.14+0.02 = 0.16

e Step 3 of minC : proportional conflict redistribution

The fourth and fifth columns of the Table 1.1 (mfginc and mfr)linc) provide the minC
results with the two versions of minC proposed by Milan Daniel and explained below.
The column 4 of the Table 1.1 corresponds to the version a) of minC while the column 5
corresponds to the version b). Let’s explain now in details how the values of columns 4

and 5 have be obtained.

Version a) of minC: The result for the minC (version a) corresponding to the fourth
column of the Table 1.1 is obtained from mJ,(.) by the proportional redistribution of
the partial conflict onto the elements entering in the partial conflict and their union. By
example, the mass mj, (61 N (A2 U63)) = 0.06 will be proportionalized from the mass of 6,
02 U 05 and 61 U 65 U O3 only. The parts of the mass of 61 N (03 U 03) added to 01, 62 U O3
and 01 U 0y U 05 will be given by

*
2
k(01) = miy (61 N (62 U 03)) - miz(01) _ 0. % = 0.040
mio (0 U0 0.04
kj(eg U 93) = m{2(91 N ((92 U 93)) . 12(%3) = 0.06 - ﬁ = 0.008
. mio(© 0.06
k(@l Uy U 03) = m12(01 N ((92 U 03)) . % = 0.06 - ﬁ = 0.012

where the normalization constant is K = mji,(01) + mjy(f2 U 03) + mi,(61 U by U bO3) =
0.20 + 0.04 + 0.06 = 0.30.

The proportional redistribution is done similarly for all other partial conflicting masses.
We summarize in Tables 1.2-1.4 all the proportions (rounded at the fifth decimal) of
conflicting masses to transfer onto elements of the power set. The sum of each column of
the Tables 1.2-1.4 is transferred onto the mass of the element of power set it corresponds
to get the final result of minC (version a)). By example, mi)mc(&) is obtained by

m? (01) = mly(01) + (0.025 + 0.03333 + 0.04) = 0.20 + 0.09833 = 0.29833

minC

which corresponds to the first value (rounded at the 4th decimal) of the 4th column of
Table 1.1. All other values of the minC (version a)) result of Table 1.1 can be easily
verified similarly.

Version b) of minC: In this second version of minC, the proportional redistribution of any
partial conflict X remaining after step 2 uses all subsets of u(X) (i.e. the disjunctive form
of X). As example, let’s consider the partial conflict X = 6; N (A2 U @3) in the Table 1.1
having the belief mass mj,(01 N (02 Ufs)) = 0.06. Since u(X) = 0; U by U 03, all elements
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01 0o 03
01 N6y 0.025 0.02125
01 Nos 0.03333 0.02667
0> N 0O3 0.02297 | 0.02162
61N ((92 U 03) 0.04
05 N ((91 U 93) 0.01758
03 N ((91 U 02) 0.0128

Table 1.2: Version a) of minC Proportional conflict redistribution factors

01 U0, 01 U 03
01N 0Oy 0.00375
01N o3 0.01
0y N O3
601N ((92 U 03)
6N ((91 U 03) 0.00621
A3 N ((91 @] 92) 0.0024

Table 1.3: Version a) of minC Proportional conflict redistribution factors (continued)

G, UB3 | 61 U6, U 05
01 N 6Oy
01 N6
0N 63 0.00541
01N (62 U 03) 0.008 0.012
02 N (01 U (93) 0.00621
03N (01 U (92) 0.0048

Table 1.4: Version a) of minC Proportional conflict redistribution factors (continued)

of the power set 2© will enter in the proportional redistribution and we will get for this X

*
9
k(01) = mia(01 N (B2 U 6s3)) - mia(0) 0.01666

K
*
0
K(B) = mia(0: 1 (6:06) - 2% < 0117
k(03) = mis(01 N (02 U 03)) - mi2%) 01333
(0, U0 ,
k(61 U 02) = miy(01 N (62U 03)) - mip®U02) _ 06 % = 0.0025
mi, (61 U O3 0.06
k(61 U 03) = miy (01N (A2 U 63)) - 712(1( ) _ 0.06 - 5= = 0.005
i .04
k(02 U 03) = miy(61 N (02U 05)) - mig2 V) _ 6. 004 00333
K 0.72
*
k(©) = mig(61 N (62 U63)) - m12(0) _ 005
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where the normalization constant K = 0.72 corresponds here to K = ZY@@ m’fQ(Y).

If one considers now X = 6; N 6y with its belief mass mj,(6; N #2) = 0.05, then only 6,
09 and 6, U 05 enter in the proportional redistribution (version b) because u(X) = 6; U 0
doesn’t not carry element f3. One then gets for this element X the new set of proportional
redistribution factors:

= : =0.05- —— = 0.02
k‘(@l) m12(01 N 02) e 0.05 0.40 0.025
m*(Hg) 0.17
k(09) = m¥o (01 N Os) - —22722 — 0.05 - —— = 0.0212
(62) = mio (01 N 6s) = 0.05 0 0.02125
my (91 U 92) 0.03
k(61 UBs) = mroy (01N 0s)  —222 =22 — .05 —— = 0.
(01 UB2) = miy(61 NOa) % 0.05 510 0.00375

where the normalization constant K = 0.40 corresponds now to the sum K = mj,(6;) +
miy(02) +miy (61 U ).

The proportional redistribution is done similarly for all other partial conflicting masses.
We summarize in the Tables 1.5-1.7 all the proportions (rounded at the fifth decimal) of
conflicting masses to transfer onto elements of the power set based on this second version
of proportional redistribution of minC.

The sum of each column of the Tables 1.5-1.7 is transferred onto the mass of the element
of power set it corresponds to get the final result of minC (version b)). By example,

mginc(ﬁl) will be obtained by
m®. (1) = mby(01) + (0.02500 + 0.03333 + 0.01666 + 0.00834 + 0.00555)
= 0.20 4 0.08888 = 0.28888

which corresponds to the first value (rounded at the 4th decimal) of the 5th column of
Table 1.1. All other values of the minC (version b)) result of Table 1.1 can be easily
verified similarly.

01 0 03
01 N0 0.02500 | 0.02125
01 N3 0.03333 0.02667
02N 03 0.02298 | 0.02162

61 N (62U 60s) || 0.01666 | 0.01417 | 0.01333
621 (61 U 6s) || 0.00834 | 0.00708 | 0.00667
651 (61 U 6) || 0.00555 | 0.00472 | 0.00444

Table 1.5: Version b) of minC Proportional conflict redistribution factors
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01 U 6Oy 01 U 05
01 N6y 0.00375
01N 0O 0.01000
05 N O3

01N ((92 U 03) 0.00250 | 0.00500

02N (61 U63) || 0.00125 | 0.00250

A3 N ((91 U 02) 0.00084 | 0.00167

Table 1.6: Version b) of minC Proportional conflict redistribution factors (continued)

G, UB3 | 61 U6, U 05

01N 6o
01N 63
0N 63 0.00540
01 N (62U 03) || 0.00333 0.00500
02N (01 U (93) 0.00166 0.00250
03N (61 UBy) || 0.00111 0.00167

Table 1.7: Version b) of minC Proportional conflict redistribution factors (continued)

1.6 Principle of the PCR rules

Let’s © = {61,062, ...,0,} be the frame of the fusion problem under consideration and two belief
assignments mq, my : G — [0,1] such that > xeqe mi(X) =1, i =1,2. The general principle
of the Proportional Conflict Redistribution Rules (PCR for short) is:

e apply the conjunctive rule (1.8) or (1.9) depending on theory, i.e. G® can be either 2° or
D®,

e calculate the total or partial conflicting masses,

e then redistribute the conflicting mass (total or partial) proportionally on non-empty sets
involved in the model according to all integrity constraints.

The way the conflicting mass is redistributed yields to five versions of PCR, denoted PCRI1,
PCR2, ..., PCR5 as it will be shown in the sequel. The PCR combination rules work for any
degree of conflict k13 € [0,1] or kio. s € [0, 1], for any DSm models (Shafer’s model, free DSm
model or any hybrid DSm model). PCR rules work both in DST and DSmT frameworks and
for static or dynamical fusion problematic. The sophistication/complexity (but correctness) of
proportional conflict redistribution increases from the first PCR1 rule up to the last rule PCRS5.
The development of different PCR rules presented here comes from the fact that the first initial
PCR rule developed (PCR1) does not preserve the neutral impact of VBA. All other improved
rules PCR2-PCR5 preserve the commutativity, the neutral impact of VBA and propose, upon
to our opinion, a more and more exact solution for the conflict management to satisfy as best
as possible the condition 1 (in section 1) that any satisfactory combination rule must tend to.
The general proof for the neutrality of VBA within PCR2, PCR3, PCR4 and PCR5 rules is
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given in section 1.11.1 and some numerical examples are given in the section related with the
presentation of each rule.

1.7 The PCRI1 rule

1.7.1 The PCR1 formula

PCRI1 is the simplest and the easiest version of proportional conflict redistribution for com-
bination. PCR1 is described in details in [20]. The basic idea for PCRI1 is only to compute
the total conflicting mass kj2 (not worrying about the partial conflicting masses). The total
conflicting mass is then distributed to all non-empty sets proportionally with respect to their
corresponding non-empty column sum of the associated mass matrix. The PCR1 is defined
V(X # 0) € G® by:

e For the combination of s = 2 sources

c12(X
mpcr1(X) = | Z m1(X1)ma(X2)] + % - k12 (1.21)
X1,X2€G® 12
X1NXo=X

where ¢12(X) is the non-zero sum of the column of X in the mass matrix M = [21]
2

(where m; for i = 1,2 is the row vector of belief assignments committed by the source i to
elements of G®), i.e. c12(X) = m1(X) +ma(X) # 0, ky2 is the total conflicting mass, and
dy2 is the sum of all non-zero column sums of all non-empty sets (in many cases djg = 2,
but in some degenerate cases it can be less) (see [20]).

e For the combination of s > 2 sources

c12..5(X)
di2..s

mpor1(X) = [ > [Tma(xa)] +

X1,Xo,..,X,€GO =1
X1NXaoN..NXs=X

k12,6 (1.22)

where c12. s(X) is the non-zero sum of the column of X in the mass matrix, i.e. cjo. s(X) =
my(X) +ma(X) + ... + mg(X) # 0, k125 is the total conflicting mass, and dj._ s is the
sum of all non-zero column sums of all non-empty sets (in many cases dj2. s = s, but in
some degenerate cases it can be less).

PCR1 is an alternative combination rule to WAO (Weighted Average Operator) proposed by
Josang, Daniel and Vannoorenberghe in [11]. Both are particular cases of WO (The Weighted
Operator) because the conflicting mass is redistributed with respect to some weighting factors.
In the PCR1, the proportionalization is done for each non-empty set with respect to the non-
zero sum of its corresponding mass matrix - instead of its mass column average as in WAO.
But, PCR1 extends WAO, since PCR1 works also for the degenerate cases when all column
sums of all non-empty sets are zero because in such cases, the conflicting mass is transferred
to the non-empty disjunctive form of all non-empty sets together; when this disjunctive form
happens to be empty, then either the problem degenerates truly to a void problem and thus
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all conflicting mass is transferred onto the empty set, or we can assume (if one has enough
reason to justify such assumption) that the frame of discernment might contain new unknown
hypotheses all summarized by €y and under this assumption all conflicting mass is transferred
onto the unknown possible 6.

A nice feature of PCRI1 rule, is that it works in all cases (degenerate and non degenerate).
PCRI1 corresponds to a specific choice of proportionality coefficients in the infinite continuum
family® of possible rules of combination involving conjunctive consensus operator. The PCR1
on the power set and for non-degenerate cases gives the same results as WAO (as Philippe
Smets pointed out); yet, for the storage requirement in a dynamic fusion when the associativity
is requested, one needs to store for PCR1 only the last sum of masses, besides the previous con-
junctive rule’s result, while in WAO one needs also to store the number of the steps (see [20] for
details) — and both rules become quasi-associative. In addition to WAQO, we propose a general
formula for PCR1 (WAO for non-degenerate cases).

Unfortunately, a severe limitation of PCR1 (as for WAQO) is the non-preservation of the
neutral impact of the VBA as shown in [20]. In other words, for s > 1, one gets for my(.) # my(.),

, mg(.) # my(L):
mpori(.) = [m1 @ ...ms @ myl(.) # [m1 @ ...ms](.)

For the cases of the combination of only one non-vacuous belief assignment m; (.) with the vacu-
ous belief assignment m,,(.) where m;(.) has mass assigned to an empty element, say mq(0)) > 0
as in Smets’ TBM, or as in DSmT dynamic fusion where one finds out that a previous non-empty
element A, whose mass mj(A) > 0, becomes empty after a certain time, then this mass of an
empty set has to be transferred to other elements using PCR1, but for such case [m; & m,](.)
is different from m;(.). This severe drawback of WAO and PCRI forces us to develop the
next PCR rules satisfying the neutrality property of VBA with better redistributions of the
conflicting information.

1.7.2 Example for PCR1 (degenerate case)

For non degenerate cases with Shafer’s model, PCR1 and WAO provide the same results. So it is
interesting to focus the reader’s attention on the difference between PCR1 and WAO in a simple
degenerate case corresponding to a dynamic fusion problem. Let’s take the following example
showing the restriction of applicability of static-WAO?. As example, let’s consider three different
suspects A, B and C in a criminal investigation (i.e. © = {A, B,C}) and the two following
simple Bayesian witnesses reports

mi(4) =0.3 mi(B)=04 my(C)=
ma(A) = 0.5 ma(B) =01 my(C)=

The conjunctive consensus is

mlg(A) =0.15 mlg(B) =0.04 mlg(C) =0.12

8pointed out independently by Inagaki in 1991 and Lefévre, Colot and Vannoorenberghe in 2002.

Ystatic-WAO stands for the WAO rule proposed in [11, 12] based on Shafer’s model for the implicit static
fusion case (i.e. © remains invariant with time), while dynamic-WAQO corresponds to Daniel’s improved version
of WAO using (1.20).



1.8. THE PCR2 RULE 23

with the conflicting mass k1o = 0.69. Now let’s assume that a little bit later, one learns that
B = () because the second suspect brings a strong alibi, then the initial consensus on B (i.e.
mi2(B) = 0.04) must enter now in the new conflicting mass k7, = 0.69 4+ 0.04 = 0.73 since
B = (). Applying the PCR1 formula, one gets now:

mpceriji2(B) =0

0.8
A) =015+ ———-0.73 = 0.5393
mpcri|i2(A) + 08107

0.7
C)=012+ —-0.73 = 0.4607
mpcorip2(C) + 08107

Let’s remind (see section 4.3) that in this case, the static-WAO provides
myw aon2(B) =0 mwaop2(A) = 04420 mya0)12(C) = 0.3755

We can verify easily that mpcopij2(A) +mporip2(B) + mpcorii2(C) = 1 while my 10112(4) +
my aon2(B) + mw ao)12(C) = 0.8175 < 1. This example shows clearly the difference between
PCR1 and static-WAO originally proposed in [11, 12] and the ability of PCR1 to deal with
degenerate/dynamic cases contrariwise to original WAQO. The improved dynamic-WAQO version
suggested by Daniel coincides with PCRI.

1.8 The PCR2 rule

1.8.1 The PCR2 formula

In PCR2, the total conflicting mass k1o is distributed only to the non-empty sets involved in the
conflict (not to all non-empty sets) and taken the canonical form of the conflict proportionally
with respect to their corresponding non-empty column sum. The redistribution is then more
exact (accurate) than in PCR1 and WAO. A nice feature of PCR2 is the preservation of the
neutral impact of the VBA and of course its ability to deal with all cases/models.

A non-empty set X; € G® is considered involved in the conflict if there exists another
set Xy € G® which is neither included in X; nor includes X; such that X; N Xy = 0 and
m12(X1 N X2) > 0. This definition can be generalized for s > 2 sources.

e The PCR2 formula for two sources (s = 2) is V(X # 0) € G®,

mror() =1 Y m(Xma()] +e0) 2k, 1y
X1,X2€G®
X1NXo=X

where

C(X) = {1, if X involved in the conflict,

0, otherwise;

and where cj2(X) is the non-zero sum of the column of X in the mass matrix, i.e.
c12(X) = my(X) + mo(X) # 0, k12 is the total conflicting mass, and ejo is the sum
of all non-zero column sums of all non-empty sets only involved in the conflict (resulting
from the conjunctive normal form of their intersection after using the conjunctive rule).
In many cases ejo = 2, but in some degenerate cases it can be less.
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e For the the combination of s > 2 sources, the previous PCR2 formula can be easily
generalized as follows V(X # () € G©:

mpera(X) =[ > J]mi(x)]+ c(x) Gz o (1.24)

- €12...
X1,Xa,..,X,€G® i=1 s
X1NXaoN...NXg=X

where
1, if X involved in the conflict,

C(X) =
() {0, otherwise;

and c12_ (X)) is the non-zero sum of the column of X in the mass matrix, i.e. ¢j2_ s(X) =
mi(X) +ma(X) + ... +ms(X) # 0, k125 is the total conflicting mass, and ejs._s is the
sum of all non-zero column sums of all non-empty sets involved in the conflict (in many
cases €12, s = 8, but in some degenerate cases it can be less).

In the degenerate case when all column sums of all non-empty sets involved in the conflict
are zero, then the conflicting mass is transferred to the non-empty disjunctive form of all sets
together which were involved in the conflict together. But if this disjunctive form happens
to be empty, then the problem reduces to a degenerate void problem and thus all conflicting
mass is transferred to the empty set or we can assume (if one has enough reason to justify
such assumption) that the frame of discernment might contain new unknown hypotheses all
summarized by fy and under this assumption all conflicting mass is transferred onto the unknown
possible 6.

1.8.2 Example for PCR2 versus PCR1

Let’s have the frame of discernment © = {A, B}, Shafer’s model (i.e. all intersections empty),
and the following two bba’s:

ml(A) =0.7 ml(B) =0.1 ml(AUB) =0.2
mQ(A) =05 mQ(B) =04 mQ(AUB) =0.1

The sums of columns of the mass matrix are
c12(A) =12 ¢12(B)=0.5 c¢12(AUB)=0.3
Then the conjunctive consensus yields
mi2(A) =052 mia(B) =0.13 mi2(AUB) =0.02

with the total conflict k12 = mi2(AN B) = 0.33.

e Applying the PCR1 rule yields (dj2 = 1.2+ 0.5 + 0.3 = 2):

c12(A 1.2
mpcrii2(A) = mi2(A) + % k19 = 0.52 + — 1033 = 0.7180
c12(B 0.5
mPCR1|12(B) =mi2(B) + % ~k1o =0.13 + > -0.33 = 0.2125
612(_/4 U B)

0.3
mpcrij12(AUB) = mi2(AU B) + +k1p = 0.02 + == - 0.33 = 0.0695

di2
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e While applying the PCR2 rule yields (e;2 = 1.2 4+ 0.5 = 1.7):

A 1.2
mpcra(A) = mig(A) + c2(4) | i = 0.52 + 1=+ 0.33 = 0.752941
€12 .
B 0.5
mpcra(B) = mia(B) + c2(B) Fiz = 0.12 + 7 - 0.33 = 0.227059
€12 .

mPCRQ(A U B) = mlg(A U B) = 0.02

1.8.3 Example of neutral impact of VBA for PCR2

Let’s keep the previous example and introduce now a third but totally ignorant source my(.)
and examine the result of the combination of the 3 sources with PCR2. So, let’s start with

mi(A) =07 my(B)=01 mi(AUB)=0.2
ma2(A) =05 mo(B)=04 me(AUB)=0.1
my(A) =00 my(B)=00 m,(AUB)=1.0
The sums of columns of the mass matrix are
c120(A4) = 1.2 ¢194(B) =05 ¢19,(AUB) =13
Then the conjunctive consensus yields
mig(A) =052 myg,(B) =0.13 mi2(AUB) = 0.02

with the total conflict k12, = mi2,(A N B) = 0.33. We get naturally mja,(.) = my2(.) because
the vacuous belief assignment m,(.) has no impact in the conjunctive consensus.

Applying the PCR2 rule yields:
c120(4) 12

A) = A ~k12y = 0.52 + ————— - 0.33 = 0.752941
mPCR2|12’U( ) m12v( ) + €120 12v + 1.2 4 05
c120(B) 0.5
B) = B ——— - k12y, = 0.52 + ——— - 0.33 = 0.227059

mpcr2fi20(A U B) = mig (AU B) = 0.02

In this example one sees that the neutrality property of VBA is effectively well satisfied since

mPCR2|12v(-) = mPCR2|12(-)

A general proof for neutrality of VBA within PCR2 is given in section 1.11.1.

1.9 The PCR3 rule

1.9.1 Principle of PCR3

In PCRA3, one transfers partial conflicting masses, instead of the total conflicting mass, to non-
empty sets involved in partial conflict (taken the canonical form of each partial conflict). If
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an intersection is empty, say A N B = (), then the mass m(A N B) of the partial conflict is
transferred to the non-empty sets A and B proportionally with respect to the non-zero sum
of masses assigned to A and respectively to B by the bba’s mi(.) and ma(.). The PCR3 rule
works if at least one set between A and B is non-empty and its column sum is non-zero.

When both sets A and B are empty, or both corresponding column sums of the mass matrix
are zero, or only one set is non-empty and its column sum is zero, then the mass m(A N B) is
transferred to the non-empty disjunctive form u(A) Uwu(B) defined in (1.25); if this disjunctive
form is empty then m(A N B) is transferred to the non-empty total ignorance; but if even the
total ignorance is empty then either the problem degenerates truly to a void problem and thus
all conflicting mass is transferred onto the empty set, or we can assume (if one has enough
reason to justify such assumption) that the frame of discernment might contain new unknown
hypotheses all summarized by 6y and under this assumption all conflicting mass is transferred
onto the unknown possible 6.

If another intersection, say ANC N D = (), then again the mass m(ANC N D) > 0 is trans-
ferred to the non-empty sets A, C, and D proportionally with respect to the non-zero sum of
masses assigned to A, C', and respectively D by the sources; if all three sets A, C, D are empty
or the sets which are non-empty have their corresponding column sums equal to zero, then the
mass m(A N C N D) is transferred to the non-empty disjunctive form u(A) U u(C) U u(D); if
this disjunctive form is empty then the mass m(A N C N D) is transferred to the non-empty
total ignorance; but if even the total ignorance is empty (a completely degenerate void case) all
conflicting mass is transferred onto the empty set (which means that the problem is truly void),
or (if we prefer to adopt an optimistic point of view) all conflicting mass is transferred onto
a new unknown extra and closure element 6 representing all missing hypotheses of the frame ©.

The disjunctive form is defined!? as [18]:

u(X) =X if X is a singleton
=u(X)Uu(Y) (1.25)

1.9.2 The PCR3 formula

e For the combination of two bba’s, the PCR3 formula is given by: V(X # () € G®,

9T hese relationships can be generalized for any number of sets.
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mpors(X) = Y mi(X1)ma(X2)]

X1,X2€G®
Xi1NXo=X
+ X)-
[012( ) Yg@ ClQ(X) +012(Y) ]
YNX=0
+ [ > [ma (X1)ma(X2) + ma(X2)ma(X1)]]
X1,X2€(GO\{X})NO
X1NXa=0
u(Xl)Uu(XQ)ZX
+ [¢o(X) > [m1(X1)ma(X2) +ma(X2)ma(X7)]]  (1.26)
X1,X26(GO\{X})N0O
X1NXao=0

u(X1)=u(X2)=0

where all sets are in canonical form, ¢12(X;) (X; € G®) is the non-zero sum of the mass
matrix column corresponding to the set X;, i.e. c12(X;) = mi1(X;) + ma(X;) # 0, and
where ¢g(.) is the characteristic function of the total ignorance (assuming | © |= n)
defined by

po(X)=1ifX =0, U U...UH, (total ignorance)

1.27
po(X) =0 otherwise ( )

e For the fusion of s > 2 bba’s, one extends the above procedure to formulas (1.25) and
(1.26) to more general ones. One then gets the following PCR3 general formula. Let
G® = {(X1,..., X} #0 (G@ being either the power-set or hyper-power set depending on
the model we want to deal with), n > 2, VX # (), X € G®, one has:

mpor3(X) = mia. s(X)

s—1 S
+erns(X) Y SPOM(X )+ STO(X k)
k=1 k=1

+ ¢o(X) Z SPOR (X k) (1.28)
k=1

For convenience, the following notation is used

mia..s(X) = Z H mp(Xy)

X1,..,X€G® k=1

XiN..NXs=X
k
mlgms(ﬂ Xz]) = mlzms(Xi N...N sz)
j=1
S{'CR:S(X’ ]C) A Z Ri;l,---,ik (X)

Xig ey Xip €GON{X}

{i1,eip YEPR({1,2,...,n})
XNX;;N.NXqy =0
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with
Ril""’ik (X) 2 mlgms(X N ij n...N sz)
ClQ...s(X) + Zle Cl2...s(Xij)
and
k
SYO (X, k) 2 > mia..s([) Xi,)
Xiy o Xip €E(GO{X})NO J=1

{Z'l 77zk}epk({17277n})
Xy N..NX;, =0
u(Xil )U---UU(Xik ):X

k
S;fCRg(X, k) 2 Z m12...s(ﬂ Xij)

Xiy s Xiy €(GON{XHNO Jj=1

{Z'l 77zk}epk({17277n})
Xil ﬂ...ﬂXik =0
u(Xiy )= =u(X;, )=0

where 0 is the set of elements (if any) which have been forced to be empty by the integrity
constraints of the model of the problem (in case of dynamic fusion) and (P*({1,2,...,n})
is the set of all subsets ok k elements from {1,2,...,n} (permutations of n elements taken
by k), the order of elements doesn’t count.

The sum > ;_, SPCR3(X k) in (1.28) is for cases when X;,,..., X;, become empty in
dynamic fusion; their intersection mass is transferred to their disjunctive form: u(X;,)U

The sum > ;_, SPOR3(X k) in (1.28) is for degenerate cases, i.e. when X;,..., X,
and their disjunctive form become empty in dynamic fusion; their intersection mass is
transferred to the total ignorance.

)

PCRA3 preserves the neutral impact of the VBA and works for any cases/models.

1.9.3 Example for PCR3

Let’s have the frame of discernment © = { A, B, C'}, Shafer’s model (i.e. all intersections empty),
and the 2 following Bayesian bba’s

ml(A) =0.6 ml(B) =0.3 ml(C) =0.1

The sums of columns of the mass matrix are
Clg(A) =1.0 Clz(B) =0.7 612(0) =0.3
Then the conjunctive consensus yields

mlg(A) =024 mlg(B) =0.12 mlg(C) =0.02
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with the total conflict k1o = mi2(ANB)+mi2(ANC)+mia(BNC) = 0.3640.1640.10 = 0.62,
which is a sum of factors.

Applying the PCR3 rule yields for this very simple (Bayesian) case:

my(B)ma(A) + mq(A)ma(B)
c12(A) + c12(B)
m1(C)ma(A) + my(A)m2(C)

mpcor3i2(A) = mi2(A) + c12(A) -

+c12(4) -
12(4) c12(A) + ¢12(0)
0.3-04+06-04 0.1-04+406-0.2
=0.24+1"- 1- = (0.574842
+ 1+0.7 + 1+0.3

ml(A)mg(B) + ml(B)mg(A)
c12(B) + c12(A)
ml(C)mg(B) + ml(B)mg(C)
+ c12(B) - c12(B) + c12(C)
06-04+03-04 0.1-044+0.3-0.2

— 0124 0.7 0.7 — 0.338235
0-12+0.7 07+ 1 + 0.7+03

mpcorsi2(B) = mi2(B) + c12(B) -

(A) +mi(A)m2(C)
c12(C) + c12(A)
m1(C)ma(B) +mi(B)ma(C)
Fe(C): c12(C) + c12(B)
0.1-04+4+0.6-0.2 0.1-0440.2-0.3

=0.0240.3- 0.3- = 0.086923
i 03+1 * 0.3+0.7

m(C)my

mpeors2(C) = mi2(C) + c12(0) -

Note that in this simple case, the two last sums involved in formula (1.26) are equal to
zero because here there doesn’t exist positive mass products mi(X;)ma(X2) to compute for
any X € 29, X1, X5 € 29\ {X} such that X; N Xo = ) and u(X;) Uu(Xs) = X, neither for
X1 NXo=0and u(Xy) = u(Xs) = 0.

In this example, PCR3 provides a result different from PCR1 and PCR2 (PCR2 provides
same result as PCR1) since

1

A) =024+ —— 062 =0.550
mpon1(A) 1107403

(B) = 0.12 + 0.7 0.62 = 0.337
MPCRI\D) = U- 1+07+03 277

0.3

C)=0.024+ ——2  .062=0.113

mpori(C) 1707103

1.9.4 Example of neutral impact of VBA for PCR3

Let’s keep the previous example and introduce now a third but totally ignorant source m,(.)
and examine the result of the combination of the 3 sources with PCR3. © denotes here for
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notation convenience AU B U C. So, Let’s start with

ml(A) =0.6 ml(B) =0.3 ml(C) =0.1
my(A) =0.0 m,(B)=0.0 my(C) = 0.0 my(0) =

The sums of columns of the mass matrix are
c120(A) =1, c12,(B) = 0.7, ¢12,(C) = 0.3, ¢124,(0) =1
The conjunctive consensus yields
mi2,(A) = 0.24 my9y(B) =0.12 mq2,(C) = 0.02

with the total conflict k19, = mlzv(AOB)+TR12U(AOC)+TR12U(BQC) = 0.36+0.16+0.10 = 0.62,
which is a sum of factors. We get naturally mq9,(.) = mi2(.) because the vacuous belief assign-
ment m,(.) has no impact on the conjunctive consensus.

Applying the PCR3 rule yields for this case

mPCR3\12v(A) =m12,(A)
S (B)ma(A)my(©)  mi(A)ma(B)my(0)
(4| c120(A) + c120(B) c120(A) + c120(B)

S (C)ma(A)my(©) | ma(A)me(C)m,(O)
(4| c120(A) + c124(C) * c120(A) + c124(C)
03:-04-14+06-04-1 1 01-04-1406-0.2-1

1+0.7 b 1+0.3
=0.574842 = mp033|12(A)

=0.24+1-

Similarly, one obtains

0.6-04-1403-04-1 01-04-1+03-02-1
B) =0.12 + 0.7 - 0.7
mrcrsize(B) + 07+1 + 07+03

=0.338235 = mpcps|12(B)

01-04-1+06-02-1 01-04-1402-03-1
C) =0.02 + 0.3 - 03-
mpors)iz(C) + 03+ 1 + 03+0.7

=0.086923 = mpcr3pa(C)

In this example one sees that the neutrality property of VBA is effectively well satisfied by
PCR3 rule since

mPCR3|12v(-) = mPCR3|12(~)

A general proof for neutrality of VBA within PCR3 is given in section 1.11.1.
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1.10 The PCRA4 rule

1.10.1 Principle of PCR4

PCRA redistributes the partial conflicting mass to the elements involved in the partial conflict,
considering the canonical form of the partial conflict. PCR4 is an improvement of previous PCR
rules but also of Milan Daniel’s minC operator [18]. Daniel uses the proportionalization with
respect to the results of the conjunctive rule, but not with respect to the masses assigned to each
set by the sources of information as done in PCR1-3 and also as in the most effective PCR5 rule
explained in the next section. Actually, PCR4 also uses the proportionalization with respect
to the results of the conjunctive rule, but with PCR4 the conflicting mass mi2(A N B) when
AN B = 0 is distributed to A and B only because only A and B were involved in the conflict
(AU B was not involved in the conflict since mi2(A N B) = mi(A)ma(B) + ma(A)mi(B)),
while minC redistributes mi2(A N B) to A, B, and AU B in both of its versions a) and b) (see
section 5 and [18] for details). Also, for the mixed elements such as C' N (AU B) = (), the mass
m(C' N (AU B)) is redistributed to C';, AUB, AUBUC in minC version a), and worse in minC
version b) to A, B, C, AUB, AUC, BUC and AUBUC (see example in section 5). PCR4 rule
improves this and redistributes the mass m(C'N (AU B)) to C and AU B only, since only them
were involved in the conflict: i.e. m12(C N (AU B)) = m1(C)ma(AU B) + mao(C)m1(AU B),
clearly the other elements A, B, AU BUC that get some mass in minC were not involved in the
conflict C'N (AU B). If at least one conjunctive rule result is null, then the partial conflicting
mass which involved this set is redistributed proportionally to the column sums corresponding
to each set. Thus PCR4 does a more exact redistribution than both minC versions (versions
a) and b)) explained in section 5. The PCR4 rule partially extends Dempster’s rule in the
sense that instead of redistributing the total conflicting mass as within Dempster’s rule, PCR4
redistributes partial conflicting masses, hence PCR4 does a better refined redistribution than
Dempster’s rule; PCR4 and Dempster’s rule coincide for © = {4, B}, in Shafer’s model, with
s > 2 sources, and such that mis_ (A) > 0, mia. s(B) > 0, and mqs._ s(AU B) = 0. Thus
according to authors opinion, PCR4 rule redistributes better than Dempster’s rule since in
PCR one goes on partial conflicting, while Dempster’s rule redistributes the conflicting mass to
all non-empty sets whose conjunctive mass is nonzero, even those not involved in the conflict.

1.10.2 The PCRA4 formula
The PCR4 formula for s = 2 sources: VX € G® \ {0}

—m ] mlg(X N Y)
mpcra(X) = m2(X) - [1+ ;@@ ) i) (1.29)
YNX=

with m12(X) and my2(Y’) nonzero. mya(.) corresponds to the conjunctive consensus, i.e.

mlg(X) é Z ml(Xl)mg(Xg).

X1,X2€G®
X1NXo=X

If at least one of mi2(X) or mi2(Y) is zero, the fraction is discarded and the mass mi2(X NY)
is transferred to X and Y proportionally with respect to their non-zero column sum of masses;
if both their column sums of masses are zero, then one transfers to the partial ignorance X UY’;
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if even this partial ignorance is empty then one transfers to the total ignorance.

Let G = {X1,..., X, } # 0 (G® being either the power-set or hyper-power set depending on
the model we want to deal with), n > 2, VX # 0, X € G®, the general PCR4 formula for s > 2
sources is given by VX € G©\ {0}

s—1
mpora(X) = miz_o(X) - [1+) ST (X, k)] (1.30)
k=1
with
) k N
Xi1 vyxzk GGe\{X} les(X) + 2.721 m128(XZ7)
{i1,..ip}eP*({1,2,...,n})
XNX;N..NXqy =0
with all mis (X)), mia_s(X1), ..., mia. s(X,) nonzero and where the first term of the right
side of (1.30) corresponds to the conjunctive consensus between s sources (i.e. mia._s(.)). If at
least one of mia._ s(X), mi2. s(X1), ..., mia_ s(X,) is zero, the fraction is discarded and the
mass mi2_s(XNX1NXoN...NXy) is transferred to X, Xy, ..., X} proportionally with respect

to their corresponding column sums in the mass matrix.

1.10.3 Example for PCR4 versus minC
Let’s consider © = {4, B}, Shafer’s model and the the two following bba’s:

mi(A) =06 mi(B)=03 mi(AUB)=0.1
ma(A) =02 my(B) =03 m(AUB) =05
Then the conjunctive consensus yields :
mi2(A) =044 mi2(B) =0.27 mi2(AUB) =0.05
with the conflicting mass
ki2 = mi2(AN B) = my(A)ma(B) + mi(B)ma(A) = 0.24

Applying PCRA4 rule, one has the following proportional redistribution!! to satisfy

xr Yy 0.24
0.44  0.27 0.44 +0.27

~ 0.3380

from which, one deduces x = 0.1487 and y = 0.0913 and thus

mpora(A) = 0.44 + 0.1487 = 0.5887
mpcra(B) = 0.27 4+ 0.0913 = 0.3613
mpCR4(A @] B) =0.05

g is the part of conflict redistributed to A, y is the part of conflict redistributed to B.
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while applying minC (version a) and b)) are equivalent in this 2D case), one uses the following
proportional redistribution!?

x Yy oz 0.24
0.44  0.27 0.05 0.44+0.27+0.05

~ (0.31578

Whence z = 0.44 - (0.24/0.76) ~ 0.138947, y = 0.27 - (0.24/0.76) ~ 0.085263, z = 0.05 -
(0.24/0.76) ~ 0.015789, so that

Mminc (A) & 0.44 + 0.138947 = 0.578948
Mminc (B) & 0.27 4 0.085263 = 0.355263
Mminc (AU B) & 0.05 4 0.015789 = 0.065789

Therefore, one sees clearly the difference between PCR4 and minC rules. It can be noted
here that minC gives the same result as Dempster’s rule, but the result drawn from minC and
Dempster’s rules is less exact in comparison to PCR4 because minC and Dempster’s rules re-
distribute a fraction of the conflicting mass to AU B too, although AU B is not involved in any
conflict (therefore AU B doesn’t deserve anything).

We can remark also that in the 2D Bayesian case, the PCR4, minC, and Dempster’s rules
give the same results. For example, let’s take © = { A, B}, Shafer’s model and the two following
bba’s

ml(A =

mQ(A =0.1 mg(B
The conjunctive consensus yields mj2(A) = 0.06, mi2(B) = 0.36 with the conflicting mass
k1o = mlg(A N B) = ml(A)mg(B) + ml(B)mg(A) = 0.58
PCR4, MinC and Dempster’s rules provide
mpora(A) = mpinc(A) = mpg(A) = 0.142857
mpcra(B) = Mpinc(B) = mps(B) = 0.857143
1.10.4 Example of neutral impact of VBA for PCR4

Let’s consider the previous example with © = {A, B}, Shafer’s model and the the two following
bba’s:

ma(A) =02 mo(B) =03 m2(AUB) =05
Then the conjunctive consensus yields :
mi2(A) =044 mia2(B) =0.27 mi2(AUB) =0.05
with the conflicting mass

k19 = mlg(A N B) = ml(A)mg(B) + ml(B)mg(A) =024

12 is the part of conflict redistributed to AU B.
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The canonical form ¢(A N B) = AN B, thus k12 = mi2(AN B) = 0.24 will be distributed
to A and B only proportionally with respect to their corresponding mi2(.), i.e. with respect to
0.44 and 0.27 respectively. One gets:

mpCR4|12(A) = 0.5887 mpCR4|12(B) = 0.3613 mpCR4|12(A U B) = 0.05

Now let’s introduce a third and vacuous belief assignment m, (AUB) = 1 and combine altogether
mi(.), ma(.) and m,(.) with the conjunctive consensus. One gets

mlgv(A) =0.44 mlgv(B) = 0.27 mlgv(A U B) =0.05 mlgv(A NnBN (A U B)) =0.24

Since the canonical form c(ANBN(AUB)) = AN B, ma(ANBN(AUB)) = 0.24 will be
distributed to A and B only proportionally with respect to their corresponding m12uv(.), i.e.
with respect to 0.44 and 0.27 respectively, therefore exactly as above. Thus

mpcRraji2e(A) = 0.5887  mpcopgajizy(B) = 0.3613  mpcpgajize (AU B) = 0.05

In this example one sees that the neutrality property of VBA is effectively well satisfied by
PCRA rule since

mPCR4|12v(') = mPCR4|12(')

A general proof for neutrality of VBA within PCR4 is given in section 1.11.1.

1.10.5 A more complex example for PCR4

Let’s consider now a more complex example involving some null masses (i.e. mi2(A) = mi2(B) =
0 ) in the conjunctive consensus between sources. So, let’s consider © = {A, B, C, D}, Shafer’s
model and the two following belief assignments:

mQ(A) =0.6 mQ(B) =0 mQ(C) =0.1 mQ(D) =0.3
The conjunctive consensus yields here mi2(A) = mia(B) = 0, mi2(C) = 0.05, my2(D) = 0.03
with the total conflicting mass
k19 = mlg(A N B) + mlg(A N C) + mlg(A N D)
+ mlg(B N C) + mlg(B N D) + mlg(C N D)
=0.24 4 0.30 + 0.06 + 0.04 + 0.12 + 0.16 = 0.92

Because mi2(A) = mia(B) = 0, the denominator mi2(A) + mi2(B) = 0 and the transfer
onto A and B should be done proportionally to mo(A) and mq(B), thus:

2 _y __0AH iy
06 04 06+04
whence z = 0.144, y = 0.096.
mi2(ANC) =0.30 is transferred to A and C":

0.6 05+01 1.2

T z _ 0.30
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whence z = z = 0.6 - (0.30/1.2) = 0.15.

mi2(AN D) =0.06 is transferred to A and D:

06 03+01 1

T w _ 0.06

whence = 0.6 - (0.06) = 0.036 and w = 0.4 - (0.06) = 0.024.

mi2(B N C) = 0.04 is transferred to B and C:

y oz 004
04 06 1
whence y = 0.4 - (0.04) = 0.016 and z = 0.6 - (0.04) = 0.024.

mi2(B N D) =0.12 is transferred to B and D:

Y w 0.12

— =0.1
04 04 0.8 015
4

whence y = 0.4 - (0.15) = 0.06 and w = 0.4 - (0.15) = 0.06.

The partial conflict m12(C' N D) = 0.16 is proportionally redistributed to C' and D only

according to
z w 0.16

0.05 003 0.05+0.03

whence z = 0.10 and w = 0.06. Summing all redistributed partial conflicts, one finally gets:

mpcora(A) =0+ 0.144 + 0.150 + 0.036 = 0.330
mpcra(B) = 0+ 0.096 + 0.016 + 0.016 = 0.172
mpcra(C) = 0.05 + 0.15 + 0.024 + 0.10 = 0.324
mpora(D) = 0.03 4+ 0.024 + 0.06 + 0.06 = 0.174

while minC provides'?

Mpinc(C) = 0.490  mpinc(D) = 0.270

The distinction between PCR4 and minC here is that minC transfers equally the 1/3 of con-
flicting mass mi2(A N B) = 0.24 onto A, B and A U B, while PCR4 redistributes it to A and
B proportionally to their masses my(A) and m;(B). Upon to authors opinions, the minC re-
distribution appears less exact than PCR4 since A U B is not involved into the partial conflict
AN B and we don’t see a reasonable justification on minC transfer onto A U B in this case.

131t can be proven that versions a) and b) of minC provide here same result because in this specific example
mlg(A) = mlg(B) = mlg(A U B) = 0.
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1.11 The PCR5 rule

1.11.1 Principle of PCR5

Similarly to PCR2-4, PCR5 redistributes the partial conflicting mass to the elements involved
in the partial conflict, considering the canonical form of the partial conflict. PCR5 is the most
mathematically exact redistribution of conflicting mass to non-empty sets following the logic of
the conjunctive rule. But this is harder to implement. PCR5 satisfies the neutrality property of
VBA also. In order to understand the principle of PCR5, let’s start with examples going from
the easiest to the more complex one.

Proof of neutrality of VBA for PCR2-PCR5: PCR2, PCR3, PCR4 and PCRS5 rules preserve the
neutral impact of the VBA because in any partial conflict, as well in the total conflict which is a
sum of all partial conflicts, the canonical form of each partial conflict does not include © since ©
is a neutral element for intersection (conflict), therefore © gets no mass after the redistribution
of the conflicting mass. This general proof for neutrality of VBA works in dynamic or static
cases for all PCR2-5, since the total ignorance, say I;, can not escape the conjunctive normal
form, i.e. the canonical form of I; N A is A, where A is any set included in D®.

1.11.1.1 A two sources example 1 for PCR5

Suppose one has the frame of discernment © = {A, B} of exclusive elements, and 2 sources of
evidences providing the following bba’s

mi(A) =06 mi(B)=0 mi(AUB)=04
ma(A) =0 mo(B)=03 m2(AUB)=0.7
Then the conjunctive consensus yields :
miz(A) = 0.42 my2(B) =0.12 mi(AUB) = 0.28
with the conflicting mass
k12 = mi2(AN B) = my(A)ma(B) + mi(B)ma(A) = 0.18

Therefore A and B are involved in the conflict (A U B is not involved), hence only A and B
deserve a part of the conflicting mass, AU B does not deserve. With PCRS5, one redistributes the
conflicting mass 0.18 to A and B proportionally with the masses mi(A) and mq(B) assigned
to A and B respectively. Let x be the conflicting mass to be redistributed to A, and y the
conflicting mass redistributed to B, then

L = =0.2
06 03 06+4+0.3 0.9

whence z = 0.6 - 0.2 =0.12, y = 0.3 - 0.2 = 0.06. Thus:

T Y z+y 018

mpors(A) = 0.42 4+ 0.12 = 0.54
mpCR5(B) =0.12+0.06 = 0.18
mpCR5(AUB) =0.28
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This result is equal to that of PCR3 and even PCR2, but different from PCR1 and PCR4 in

this specific example. PCR1 and PCRA yield:

0.64+0

mPCRl(A) =0.42 + i -0.18 =0.474
0+0.3

mPCRl(B) =0.12 + + -0.18 = 0.147
0.4+0.7

mpcp1 (AU B) = 0.28 + = —-0.18 = 0.379

0.18

A) =042 4042 ——— __ —.
mpora(A) = 042+ 042 mo=rrms = 056
mpera(B) = 0.12 + 0.12 081
PCRA\E) = T Y 012+042

mpcra(AU B) =0.28

In summary, here are the results obtained from Dempster’s rule (DS), (DSmH), (PCR1),

(PCR4) and (PCRS5):

A B AUB
mps 0.512 0.146 0.342
mpsma || 0420 0.120 0.460
MPCR1 0.474 0.147 0.379
MPCRA 0.560 0.160 0.280
MPCRS5 0.540 0.180 0.280

1.11.1.2 A two sources example 2 for PCR5

Now let’s modify a little the previous example and consider now:
mi(A) =06 mi(B)=0 mi(AUB)=04
ma(A) =02 my(B) =03 m2(AUB) =05

Then the conjunctive consensus yields :

mlg(A) = 0.50 mlz(B) =0.12 mlg(A @] B) =0.20

with the conflicting mass

k19 = mlg(A N B) = ml(A)mg(B) + ml(B)mg(A) =0.18

The conflict ki is the same as in previous example, which means that ms(A) = 0.2 did not
have any impact on the conflict; why?, because m(B) = 0. Therefore A and B are involved
in the conflict (A U B is not involved), hence only A and B deserve a part of the conflicting
mass, AU B does not deserve. With PCR5, one redistributes the conflicting mass 0.18 to A and
B proportionally with the masses mi(A) and mqy(B) assigned to A and B respectively. The
mass ma(A) = 0.2 is not considered to the weighting factors of the redistribution. Let = be the
conflicting mass to be redistributed to A, and y the conflicting mass redistributed to B. By the

same calculations one has:

L = =0.2
06 03 06+4+0.3 0.9

T Y z+y 018
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whence z = 0.6 -0.2 =0.12, y = 0.3 - 0.2 = 0.06. Thus, one gets now:

mpcors(A) = 0.50 + 0.12 = 0.62
mpCR5(B) =0.12+0.06 = 0.18
mpCR5(A U B) =0.20+0=10.20

We did not take into consideration the sum of masses of column A, i.e. mi(A) + ma(A4) =
0.6 + 0.2 = 0.8, since clearly ma(A) = 0.2 has no impact on the conflicting mass.

In this second example, the result obtained by PCR5 is different from WAO, PCR1, PCR2,
PCR3 and PCR4 because

0.6 + 0.2
mw ao(A) = 0.50 + + -0.18 = 0.572
0+0.3
mw a0(B) = 0.12 + 09 018 = 0.147
04405

mwao(AU B) = 0.20 + ———— - 0.18 = 0.281

0.6 + 0.2
A) =050 + — 2 918 = 0.572
mpcr(4) T 08103100
0+0.3
B)=012+—— "2 018 =0.147
mrcr(B) T 08403400
0.4+ 0.5
AUB) =020 4+ — =122 518 = 0.281
mron( ) T 08103100
0.6+ 0.2
A) =050 + ~> "2 018 ~ 0.631
mpcr(A) = 0.50 + ey s - 018 ~ 063
0+0.3
B) =012+ — 2 .0.18 ~ 0.169
mrcra(B) T 08403

mpCRQ(A @) B) =0.20

0.6-03+0.2-0

A) = 0.50 + 0.8 - ~ 0.631
0.6-0.3+0.2-0

B)=0.12+0.3- ~ 0.169

mpcr3(B) + [ 08103 ]
mpCRg(A @] B) =0.20
0.18

A) = 0.50 + 0.50 - ———"_ ~ 0.645
mecra(4) * 0.50 + 0.12

(B) = 0124012 — 2 0155
MPCRAE) = T CT050+ 012

mpCR4(A U B) =0.20

The results obtained with Dempster’s rule (DS) and DSm Hybrid rule are:
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mps(A) = 0.609
mps(B) = 0.146
mps(AU B) = 0.231

mDsmH(A) = 0.500
mDSmH(B) =0.120
mDSmH(A U B) = 0.380

Let’s examine from this example the convergence of the PCR5 result by introducing a small
positive increment on m;(B), i.e. one starts now with the PCR5 combination of the following
bba’s

6 ml(B): ml(AUB):OA—e
2

0. €
0. mQ(B) =0.3 mQ(AUB) =0.5

Then the conjunctive consensus yields: mi3(A4) = 0.50 — 0.2 - €, mi2(B) = 0.12 + 0.5 - ¢,
mi2(AU B) = 0.20 — 0.5 - € with the conflicting mass
k19 = mlg(A N B) = ml(A)mg(B) + ml(B)mg(A) =0.1840.2-¢

Applying the PCR5 rule for e = 0.1, ¢ = 0.01,e = 0.001 and € = 0.0001 one gets the following
result:

| € || mpers(A) | mpors(B) | mpers(AUB) |
0.1 0.613333 0.236667 0.15
0.01 0.619905 0.185095 0.195
0.001 0.619999 0.180501 0.1995
0.0001 || 0.62 0.180050 0.19995

Table 1.8: Convergence of PCR5

From Table 1.8, one can see that when e tend towards zero, the results tends towards the
previous result mpoprs(A) = 0.62, mpogrs(B) = 0.18 and mpogs(A U B) = 0.20. Let’s explain
now in details how this limit can be achieved formally. With PCR5, one redistributes the partial
conflicting mass 0.18 to A and B proportionally with the masses mj(A) and ms(B) assigned to
A and B respectively, and also the partial conflicting mass 0.2-€ to A and B proportionally with
the masses my(A) and my(B) assigned to A and B respectively, thus one gets now two weighting
factors in the redistribution for each corresponding set A and B. Let x1 be the conflicting mass
to be redistributed to A, and y; the conflicting mass redistributed to B from the first partial
conflicting mass 0.18. This first partial proportional redistribution is then done according

T Y1 1+ 0.18 .

Bl L & = =0.2
06 03 06+4+0.3 0.9
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whence 1 = 0.6 - 0.2 = 0.12, y; = 0.3-0.2 = 0.06. Now let x5 be the conflicting mass to
be redistributed to A, and y- the conflicting mass redistributed to B from the second partial
conflicting mass 0.2 - €. This first partial proportional redistribution is then done according

T2 y2  x2t+y2  0.2-€

2 € 024€¢ 02+c¢

whence 9 = 0.2 - 0().22:5’ Yo = 68'22:6. Thus one gets the following result
0.2-€
mpcors(A) = mia(A) + 21 + 22 = (0.50 — 0.2 - €) +0.12 + 0.2 - 05
0.2-
mpcrs(B) = mi2(B) +y1 +y2 = (0124 0.5 - €) + 0.06 + 5y :6

mpCR5(A U B) = mlg(A @) B) =0.20 — 0.5¢
From these formal expressions of mpcogs(.), one sees directly that

1ir% mpCR5(A) = 0.62 lir%mpCR5(B) =0.18 hH(l] mpCR5(A @) B) =0.20
€e— s e

1.11.1.3 A two sources example 3 for PCR5

Let’s go further modifying this time the previous example and considering:

mQ(A) =02 ml(B) =0.3 ml(AUB) =05

Then the conjunctive consensus yields :
mi2(A) =044 mi2(B) =0.27 mi2(AUB) =0.05
with the conflicting mass
k12 = mi2(AN B) = my(A)ma(B) + m1(B)ma(A) = 0.18 4+ 0.06 = 0.24

The conflict k2 is now different from the two previous examples, which means that mq(A) = 0.2
and my(B) = 0.3 did make an impact on the conflict; why?, because ma(A)mi(B) =0.2-0.3 =
0.06 was added to the conflicting mass. Therefore A and B are involved in the conflict (AU B is
not involved), hence only A and B deserve a part of the conflicting mass, AUB does not deserve.
With PCR5, one redistributes the partial conflicting mass 0.18 to A and B proportionally with
the masses mq(A) and mqy(B) assigned to A and B respectively, and also the partial conflicting
mass 0.06 to A and B proportionally with the masses ma(A) and m;(B) assigned to A and B
respectively, thus one gets two weighting factors of the redistribution for each corresponding
set A and B respectively. Let x1 be the conflicting mass to be redistributed to A, and y; the
conflicting mass redistributed to B from the first partial conflicting mass 0.18. This first partial
proportional redistribution is then done according

Ty it _0.18_02
06 03 06+03 09
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whence 1 = 0.6 - 0.2 = 0.12, y; = 0.3-0.2 = 0.06. Now let x5 be the conflicting mass to
be redistributed to A, and - the conflicting mass redistributed to B from second the partial
conflicting mass 0.06. This second partial proportional redistribution is then done according

Ty Y2 T2ty _0.06_012
02 03 02403 05

whence x93 = 0.2-0.12 = 0.024, y» = 0.3 - 0.12 = 0.036. Thus:

mPCR5(A) =0.44 +0.12 + 0.024 = 0.584
mpcrs(B) = 0.27 + 0.06 + 0.036 = 0.366
mpCR5(A U B) =0.05+0=0.05

The result is different from PCR1, PCR2, PCR3 and PCR4 since one has'*:

mpCRl(A) = 0.536
mpcr1(B) = 0.342
mPCRl(A @) B) =0.122

7
73

Lo ot

mpcor2(A) = mpcrs(A) = 0.
mpcra(B) = mpors(B) ~ 0
mPCRQ(A U B) = mPCRg(A U B) = 0.05

mpCR4(A) ~ 0.589
mPCR4(B) ~ 0.361
mpCR4(A @] B) =0.05

Dempster’s rule (DS) and DSm Hybrid rule (DSmH), give for this example:

0.44 0.27 0.05
=  — =~ U. B)=—=0. AUB)= —— =~ 0.
91~ 0-579 mps(B) o1~ 0-35 mps(AU B) 0.066

mps(4) 1-0.24

mDSmH(A) = 0.440 mDSmH(B) = 0.270 mDSmH(A U B) =0.290

One clearly sees that mps(AU B) gets some mass from the conflicting mass although AU B
does not deserve any part of the conflicting mass since AU B is not involved in the conflict (only
A and B are involved in the conflicting mass). Dempster’s rule appears to authors opinions
less exact than PCR5 and Inagaki’s rules [10] because it redistribute less exactly the conflicting
mass than PCR5, even than PCR4 and minC, since Dempter’s rule takes the total conflicting
mass and redistributes it to all non-empty sets, even those not involved in the conflict. It can
be shown [9] that Inagaki’s fusion rule [10] (with an optimal choice of tuning parameters) can
become in some cases very close to (PCR5) but upon our opinion (PCR5) result is more exact
(at least less ad-hoc than Inagaki’s one).

4 The verification is left to the reader.
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1.11.2 The PCR5 formula

Before explaining the general procedure to apply for PCR5 (see next section), we give here the
PCRS5 formula for s = 2 sources: VX € GO\ {0}

ml(X)ng(Y) mQ(X)le (Y)
ml(X) + mg(Y) mQ(X) + ml(Y)

mpers(X) =mua(X)+ Y| ] (1.32)

YeGO\{X}
XNy=0

where all sets involved in the formula are in canonical form, mis(.) corresponds to the con-

junctive consensus, i.e. mia(X) £ >y, x,cqe m1(X1)ma(Xz) and where all denominators are
X1NXo=X
different from zero. If a denominator is zero, that fraction is discarded.

Let G = {X1,...,X,} # 0 (G® being either the power-set or hyper-power set depending on the
model we want to deal with), n > 2, the general PCR5 formula for s > 2 sources is given by

VX € GO\ {0}

mPCR5(X) = m12...s(X) + Z Z

1<2§t§s< Xy, X, EGO\{X}
STy TtSS . . t—1 1
1< <ra<.<ri1 <(rems) U2 B €PT (L))
J2° Js

{Z'l7---7i8}€7)s({17"'73})
(Hﬁ:l Mg, (X)Q) ’ [H§:2(H2ll:m_1+1 mikl (X]l)]

. — (1.33)
(k=0 i, (X0) + Doima (T, 1 77200, (X5

where i, 7, k, r, s and ¢ in (1.33) are integers. mqa.. s(X) corresponds to the conjunctive consen-
sus on X between s sources and where all denominators are different from zero. If a denominator
is zero, that fraction is discarded; P*({1,2,...,n}) is the set of all subsets of k elements from
{1,2,...,n} (permutations of n elements taken by k), the order of elements doesn’t count.

Let’s prove here that (1.33) reduces to (1.32) when s = 2. Indeed, if one takes s = 2 in
general PCR5 formula (1.33), let’s note first that:

e 2 <t<sbecomes?2<t<2 thust=2.

o 1 <ry,ry<(s=2),orry,ry €{1,2}, but because r; < r one gets r; = 1 and ro = 2.
e mia. s(X) becomes mia(X)

o Xj,,.

{jo, ..., gt} € PL({1,...,n}) becomes jo € P ({1,...,n}) ={1,...,n}

., X, € GO\ {X} becomes X;, € GO\ {X} because t = 2.

the condition X N X;, N...NX;, =0 becomes X N X;, =0
o {i1,...,is} € P5({1,...,s}) becomes {i,is} € P*({1,2}) = {{1,2},{2,1}}

Thus (1.33) becomes when s = 2,
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mpcrs(X) =mia(X)+
(Tky o1 i, (X)) - (Mo (TR, 0, (X))

1.34)
T 5 (
2 g@:\ oy ([T ma, (O0) + (ST, 1 ma, (K]
ri=1,ro=2 72
.]26{17"'7”}
XNXj,=0
{insioye{{1,2}.{2,1}}
After elementary algebraic simplification, it comes
mi (X)2 - [[12._, mi, (X
mPCR5(X):m12(X)+ Z 11( ) [Hk272 sz( j2] (1.35)

X;,€GO\{X} mi, (X) + [HEQ:Q My, (Xj2]
j26{L"'7n}
XﬂXj2=@
{ilviQ}E{{LQ}v{Zl}}
Since Hze mi,, (Xj,) = miy(Xj,) and condition "X, € GO\ {X} and j, € {1,...,n}” are
equivalent to X;, € GO\ {X}, one gets:

mi, (X)2 C My (ij)

mpcrs(X) = mi2(X) + (1.36)
;\{X} My (X) + My, (X]Q)
XmX =0
{ini}e{{12}{21}}
This formula can also be written as (denoting X, as Y)

mi(X)?ma(Y)  ma(X)?*ma(Y)
mpcrs(X) = mi2(X) + Z [ (1.37)

vecony M) Ama(Y) - ma(X) +ma(Y)

Xny=0

which is the same as formula (1.32). Thus the proof is completed.

1.11.3 The PCR5 formula for Bayesian beliefs assignments

For © = {61,04,...,0,} with Shafer’s model and s = 2 Bayesian equally reliable sources, i.e.
when quantitative bba’s mq(.) and ma(.) reduce to subjective probability measures P (.) and
Py(.), after elementary algebraic derivations, the (PCR5) formula for combination of two sources
reduces to the following simple formula, PL¢™ () = 0 and V6; € O,

~ _Pi(0:)Pa(0) ~ _Py(0:) P(0;)
P = P60 Y W FRO0D B+ Ry

_yr zp ] (139)

s=1,2

This formula can be extended for s > 2 sources. One can verify moreover that P5L¢®(.) defines

a subjective-combined probability measure satisfying all axioms of classical Probability Theory.
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Proof: From (1.36), when replacing general bba m;(.) and ms(.) by probabilistic masses P, (.)
and P»(.) one gets:

P1 xz Pg .%'] PQ xz P1 .%'])
()27,

P, P, Py( Py(
12(2:) = Pr(wi) Po () + Pr(; Z i)+ Pao(x i)+ Pi(x;)

By splitting P (z;)Py(x;) into two equal parts, one gets

P1 SCZ PQ xj) 1 PZ(xz)Pl(x])
P = P )Py Py( § = Pr(z) Pa (i) +Pa(x;
12(2i) = o Pr(wi) Po (i) +Pr (2 < Pi(2;) + P2 xj)+2 e Po(ai) 2(x1);P2($i)+P1(xj)

Pg .%'] P2 .%'Z P1 1‘])

Puo(;) = Py(x2)] Zpl o)+ Py T P2l g +ZP2 DEYATSL
" Py(z;)Pa(y) P(z)Po(@i) 1,
Pialire) = Pile Z:: () + Pa(xy) Pl(lfﬂz') +§32($z') " §P2(xl)]
z;) Py (z;) Py(z;) Py () L ,
+ P2 Z + P1 .%']) PQ(.%'Z) T P1($z) + §P1(xz)]
N ~ Pi(zi)Po(zy) 2Py (i) Po(xi) Py () (P (20) + Po(i))
Pra(z;) = Py ( z)[j:1 Pi(z:) + Pa(z;)  2(Py(w:) + Pa(zy)) 2(Py () + Pa(x;)) ]

. Py(wi)Pr(xj) — 2P(wi)Pr(wi) | Pr(wi)(Pa(wi) + Pi(2:))
P By + Piey) B a) + Pia) 2P + A

P1 (i) Po ()
Py(z;) + Pa(wy)

P3(x;) — Py(;) Pa(x;)
2(Py(z;) + Pa(w;))

|+ Pr(z;)]

" Py(x;)Pi(x;) (PE(xi) = Po() Pr ()
+P2 .’IJZ Z P2 xz +P1 .’IJ])] +P2(xl)[ 12(]32(1.1) —f—Pl(fI,'Z)) ]

P1 (z;) P2(z5) " Py(x;) Py ()

1(x) + Py :c])] + P2(xl)[; Py(x;) + Pi(xy)

Py (i) P35 (i) — PP () Po () n Py(ai) PY (i) — P3 () Py ()
2(Py (i) + Pa(x;)) 2(P2(wi) + Pi(x;))

Pl( )P( i) — P2($Z)P2( )+P2( i) P} (i) — Py (i) Py ()
2(P1(xz~) + PQ(.%'Z))
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Piy(z;) = Pi(z; Zn: i) Do () |+ Po(x; Zn: PQxZPIx]) 1+ y
1240 1 Z P1 .%'Z + Pg .%'] Z —|— P1 .%']) 2(P1(.%'Z‘) + Pg(xz))
n n
Pg .%' PQ xz P1 .%' )
P i) Py( J
12( Z P1 .%'Z + P2 .%'] + xz Z + P 1‘])]

which completes the proof. OO0

More concisely, the formula (1.38) can be rewritten as:

Py (x;) Py s(x;
Pia(;) ;1:213 i) Z B (:c(@) L;;g&l)] (1.39)

1.11.4 General procedure to apply the PCR5

Here is the general procedure to apply PCR5:

—_

. apply the conjunctive rule;
2. calculate all partial conflicting masses separately;

3. if ANB = () then A, B are involved in the conflict; redistribute the mass mi2(ANB) > 0
to the non-empty sets A and B proportionally with respect to

a) the non-zero masses mj(A) and mo(B) respectively,
b) the non-zero masses my(A) and mq(B) respectively, and

c¢) other non-zero masses that occur in some products of the sum of mj2(A N B);

4. if both sets A and B are empty, then the transfer is forwarded to the disjunctive form
u(A) Uu(B), and if this disjunctive form is also empty, then the transfer is forwarded to
the total ignorance in a closed world (or to the empty set if the open world approach is
preferred); but if even the total ignorance is empty one considers an open world (i.e. new
hypotheses might exist) and the transfer is forwarded to the empty set; if say mq(A) =0
or mg(B) = 0, then the product m;(A)ms(B) = 0 and thus there is no conflicting mass
to be transferred from this product to non-empty sets; if both products mj(A)ma(B) =
ma(A)m1(B) = 0 then there is no conflicting mass to be transferred from them to non-
empty sets; in a general case!® , for s > 2 sources, the mass mia._(A;NAsN...N... A,) >
0, with 2 < r < s, where Ay N AN ...N A, = 0, resulted from the application of
the conjunctive rule, is a sum of many products; each non-zero particular product is
proportionally redistributed to Ay, As, ..., A, with respect to the sub-products of masses
assigned to Aq, Ag, ..., A, respectively by the sources; if both sets A1, As, ..., A, are

15An easier calculation method, denoted PCR5-approzimate for s > 3 bba’s, which is an approzimation of
PCRJ, is to first combine s — 1 bba’s altogether using the conjunctive rule, and the result to be again combined
once more with the s-th bba also using the conjunctive rule; then the weighting factors will only depend on
mi2.. (s—1)(.) and ms(.) only - instead of depending on all bba’s mi(.), ma(.), ..., ms(.). PCR5-approximate
result however depends on the chosen order of the sources.
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empty, then the transfer is forwarded to the disjunctive form u(A;) Uu(A2)U...Uu(A4,),
and if this disjunctive form is also empty, then the transfer is forwarded to the total
ignorance in a closed world (or to the empty set if the open world approach is preferred);
but if even the total ignorance is empty one considers an open world (i.e. new hypotheses
might exist) and the transfer is forwarded to the empty set;

5. and so on until all partial conflicting masses are redistributed;

6. add the redistributed conflicting masses to each corresponding non-empty set involved in
the conflict;

7. the sets not involved in the conflict do not receive anything from the conflicting masses
(except some partial or total ignorances in degenerate cases).

The more hypotheses and more masses are involved in the fusion, the more difficult is
to implement PCR5. Yet, it is easier to approzimate PCRS by first combining s — 1 bba’s
through the conjunctive rule, then by combining again the result with the s-th bba also using
the conjunctive rule — in order to reduce very much the calculations of the redistribution of
conflicting mass.

1.11.5 A 3-source example for PCR5

Let’s see a more complex example using PCR5. Suppose one has the frame of discernment
© = {A, B} of exclusive elements, and 3 sources such that:

) =
ma(A) =02 ma(B) =03 ma(AUB) =05

Then the conjunctive consensus yields : mya3(A4) = 0.284, mya3(B) = 0.182 and m23(AU B) =
0.010 with the conflicting mass k123 = mi23(A N B) = 0.524, which is a sum of factors.

1. Fusion based on PCRS5:

In the long way, each product occurring as a term in the sum of the conflicting mass
should be redistributed to the non-empty sets involved in the conflict proportionally to
the masses (or sub-product of masses) corresponding to the respective non-empty set. For
example, the product mi(A)ms(B)ma(AUB) =0.6-0.4-0.5 = 0.120 occurs in the sum of
k123, then 0.120 is proportionally distributed to the sets involved in the conflict; because
¢c(ANBN(AUB))= AN B the transfer is done to A and B with respect to 0.6 and 0.4.

Whence:
x oy 012

0.6 04 06+04
whence z = 0.6-0.12 = 0.072, y = 0.4-0.12 = 0.048, which will be added to the masses of A
and B respectively. Another example, the product ma(A)m;(B)ms(B) =0.2-0.3-0.4 =
0.024 occurs in the sum of kjo3, then 0.024 is proportionally distributed to A, B with
respect to 0.20 and 0.3 - 0.4 = 0.12 respectively. Whence:

z oy 0024

020 012 o032 00
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whence z = 0.20 - $%2 = 0.015 and y = 0.12 - %2 = 0.009, which will be added to the

masses of A, and B respectively.
But this procedure is more difficult, that’s why we can use the following crude approach:

2. Fusion based on PCRS-approximate:

If s sources are involved in the fusion, then first combine using the conjunctive rule s — 1
sources, and the result will be combined with the remaining source.

We resolve now this 3-source example by combining the first two sources
mi(A) =06 mi(B)=03 mi(AUB)=0.1
ma(A) =02 mo(B) =03 m2(AUB) =05
with the DSm classic rule (i.e. the conjunctive consensus on hyper-power set D@) to get
mi2(A) =0.44 mia(B) =0.27

mlz(A U B) = 0.05 mlz(A N B) =0.24
Then one combines mq3(.) with ms(.) still with the DSm classic rule and one gets as preliminary
step for PCR5-version b just above-mentioned

mlzg(A) =0.284 mlgg(B) = 0.182

mlgg(A @] B) = 0.010 m123(A N B) = 0.524

The conflicting mass has been derived from

m123(A N B) = [mlg(A)mg(B) + ng(A)le(B)] + [mg(A)mlg (A N B) + mg(B)mlg(A N B)
+ mg(A U B)mlg(A N B)]
= [0.44 -04404- 0.27] + [0.4 -024+04-024+0.2- 0.24] = 0.524

But in the last brackets A N B = (), therefore the masses of ms(A)mi2(A N B) = 0.096,
ms(B)mi2(A N B) = 0.096, and m3(A N B)mi2(A N B) = 0.048 are transferred to A, B,
and A U B respectively. In the first brackets, 0.44 - 0.4 = 0.176 is transferred to A and B
proportionally to 0.44 and 0.4 respectively:

x y 0176
044 040 0.84
whence 0.176 0.176
—044. =2 —0.0921 —0.40 - —2 — 0.08381
=0 oap = 009219 =040 o = 0.0838

Similarly, 0.4 - 0.27 = 0.108 is transferred to A and B proportionally to 0.40 and 0.27 and one
gets:

x _y 0108
0.40 0.27  0.67
whence 0.108 0.108
— 040 - —— = 0.0644 — 0.27 - ——2 — 0.043522
r=040- T = 0.064478  y =027 = 0.043
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Adding all corresponding masses, one gets the final result with PCR5 (version b), denoted here
with index PCRb5b|{12}3 to emphasize that one has applied the version b) of PCR5 for the
combination of the 3 sources by combining first the sources 1 and 2 together :

mPCR5b‘{12}3(A) = 0.536668 mPCR5b‘{12}3(B) = 0.405332 mpCR5b|{12}3(AUB) = 0.058000

1.11.6 On the neutral impact of VBA for PCR5

Let’s take again the example given in section 1.11.1.3 with ® = {A, B}, Shafer’s model and the
two bba’s
ml(A) =0.6 ml(B) =0.3 ml(AU B) =0.1

mQ(A) =0.2 ml(B) =0.3 ml(AUB) =0.5

Then the conjunctive consensus yields :
mi2(A) =044 mia(B) =0.27 mi2(AUB) =0.05
with the conflicting mass
k12 = mi2(AN B) = my(A)me(B) + m1(B)ma(A) = 0.18 + 0.06 = 0.24

The canonical form ¢(ANB) = ANDB, thus mi2(ANB) = 0.184-0.06 = 0.24 will be distributed to
A and B only proportionally with respect to their corresponding masses assigned by m1(.) and
m2(.), i.e: 0.18 redistributed to A and B proportionally with respect to 0.6 and 0.3 respectively,
and 0.06 redistributed to A and B proportionally with respect to 0.2 and 0.3 respectively. One
gets as computed above (see also section 1.11.1.3):

mpcrsj12(A) = 0.584  mpepsp2(B) = 0.366  mpcpsp2(AU B) = 0.05

Now let’s introduce a third and vacuous belief assignment m,(AUB) = 1 and combine altogether
mi(.), ma(.) and m,(.) with the conjunctive consensus. One gets

mlgv(A) =0.44 mlgv(B) = 0.27 mlgv(A U B) =0.05 mlgv(A NBN (A U B)) =0.24

Since the canonical form ¢(ANBN(AUB)) = AN B, mi2,(ANBN(AUB)) = 0.1840.06 = 0.24
will be distributed to A and B only (therefore nothing to A U B) proportionally with respect
to their corresponding masses assigned by my(.) and ma(.) (because m,(.) is not involved since
all its masses assigned to A and B are zero: m,(A) = m,(B) = 0), i.e: 0.18 redistributed to A
and B proportionally with respect to 0.6 and 0.3 respectively, and 0.06 redistributed to A and
B proportionally with respect to 0.2 and 0.3 respectively, therefore exactly as above. Thus

mpcRrsii2e(A) = 0.584  mpogsp2(B) = 0.366  mpcopgsji20 (AU B) =0.05

In this example one sees that the neutrality property of VBA is effectively well satisfied by
PCRA5 rule since

mPCR5|12v(-) = mPCR5|12(~)

A general proof for neutrality of VBA within PCR5 is given in section 1.11.1.
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1.11.7 PCRG6 as alternative to PCR5 when s > 2

In this volume, Arnaud Martin and Christophe Osswald have proposed the following alternative
rule to PCRS5 for combining more than two sources altogether (i.e. s > 3). This new rule denoted
PCR6 does not follow back on the track of conjunctive rule as PCR5 general formula does, but
it gets better intuitive results. For s = 2 PCR5 and PCR6 coincide. The general formula for
PCR6 is

mpcre(0) =0,

and YA € GO\

mpcre(4) = mia. s(A) +

H mUz (] Uz (]
jjly L(yNA=0 +Z Mo (7) (Yo, ()

(Yo'i(l)7"'7Yo'7;(sfl))€(Ge)s

with m;(A) + ngl(] 4 j) # 0 and where mja._4(.) is the conjunctive consensus rule and

o counts from 1 to s avoiding 17, i.e.:
oi(j) =Jj if j <4,
oi(j)=j+1 ifj =1,

A detailed presentation of PCR6 and application of this rule can be found in Chapters 2
and 11.

1.11.8 Imprecise PCRS5 fusion rule (imp-PCR5)

The (imp-PCR5) formula is a direct extension of (PCR5) formula (1.33) using addition, multi-
plication and division operators on sets [18]. It is given for the combination of s > 2 sources by
mhops(0) =0 and VX € GO\ {0}:

mpcrs(X) = [ > IT| 7 (x0)]
X1,X2,...,X56G® 1=1,...,8
(X1NXgN..NXs)=X
B > > [Num! (X) @ Den! (X)]] (1.40)

2<t<s Xy, Xj, €GO\{X}

S {J2reeesit }EPE1 ({1, m})

1<r <ro<..<ri—1<(ry=s) XNX;,0..NX; —0
S

{Z ZS}EP ({17 S }

Two extensions of PCR6 (i.e. PCR6f and PCR6g) are also proposed by A. Martin and C. Osswald in [13].
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where all sets are in canonical form and where Num!(X) and Den!(X) are defined by

Num!(X) £ [ |\[T| mi, 2= [|[TT]C [II| i, (X (1.41)
ki1=1,...,r1 1=2,....;t kj=r;_1+1,...,1;

Den’(X) 2 [ |]] mi, (X)] 8 [ Sic 11 m{kl(xj )] (1.42)
ki=1,....,r1 1=2,...,;t kj=r;_1+1,....,1;

where all denominators-sets Den!(X) involved in (1.40) are different from zero. If a denominator-
set Den!(X) is such that inf(Den! (X)) = 0, then the fraction is discarded. When s = 2 (fusion
of only two sources), the previous (imp-PCR5) formula reduces to its simple following fusion
formula: mbps(0) =0 and VX € GO\ {0}

Mmpers(X) = miy(X)+

| (mi(X)*m3(Y) B (mi(X) +my(Y)))B

YeGO\{X}
XNy=0

[(m3(X)*mi(Y)) @ (my(X) +mi(Y)] (1.43)

with

mip(X) 2 || mi(X1) @mi(Xa)

X1,X2€G®
X1NXg=X

1.11.9 Examples for imprecise PCR5 (imp-PCR5)

Example no 1

Let’s consider © = {6,602}, Shafer’s model and two independent sources with the same imprecise
admissible bba as those given in the table below, i.e.

mi(61) =1[0.1,0.2] U {0.3} mI(f2) = (0.4,0.6) U[0.7,0.8]
mi(61) =1[0.4,0.5] mi(0y) = [0,0.4] U {0.5,0.6}

Working with sets, one gets for the conjunctive consensus

miy(61) =[0.04,0.10] U[0.12,0.15]  miy(62) = [0,0.40] U [0.42,0.48]

while the conflicting imprecise mass is given by

K, =mly (0, N6) = [mi(6)) @ mi(6:)] B [ml(62) mmi(61)] = (0.16,0.58]

Using the PCR5 rule for Proportional Conflict redistribution,
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e one redistributes the partial imprecise conflicting mass m{(@l) B mé(ﬁg) to 07 and 0,
proportionally to m{(6;) and ml(6;). Using the fraction bar symbol instead of &1 for
convenience to denote the division operator on sets, one has

x! - yl ~ ([0.1,0.2 U{0.3}) @ ([0,0.4] U {0.5,0.6})
[0.1,0.2] U {0.3}  [0,0.4] U {0.5,0.6}  (]0.1,0.2] U {0.3}) B ([0,0.4] U {0.5,0.6})
= [[0,0.08] U [0.05,0.10] U [0.06,0.12] U [0,0.12] U {0.15, 0.18}]
2 [[0.1,0.6] U[0.6,0.7] U [0.7,0.8] U [0.3,0.7] U {0.8,0.9}]
~10,0.12) U{0.15,0.18}
[0.1,0.8] U {0.9}

whence

[0,0.12] U {0.15,0.18}

ol =] 01,08 U{09] ] @ ([0.1,0.2] U {0.3})
~10,0.024] U [0.015,0.030] U [0.018, 0.036] U [0,0.036] U {0.045, 0.048}
N [0.1,0.8] U {0.9}
~10,0.036] U {0.045,0.048}
[0.1,0.8] U {0.9}
:[i M]U[i 0.036]U[0.045 0.045]U[0.048 0.048]
08" 0.1 09" 0.9 0.8 7 0.1 08 ' 0.1
= [0,0.36] U [0,0.04] U [0.05625,0.45000] U [0.06, 0.48] = [0, 0.48]
J = [0,0.12] U {0.15,0.18}] 2 (0.04] U {0.5,0.6))

[ [0.1,0.8] U {0.9}
[[0,0.048] U [0,0.060] U [0,0.072] U [0, 0.6] U [0,0.072]
U {0, 075,0.090,0.090,0.108}] =1 [0.1,0.8] U {0.9}
[0,0.072] U {0,075, 0.090, 0.108}
[0.1,0.8] U {0.9}
_[i 0.072]U[£ 0.072]U[0.075 0.075]
- '0.87 0.1 0.9 0.9 08 " 0.1
0.090 0.090. 0.108 0.108 0.075 0.090 0.108
Ul : JUl : Ju{ : : }
0.8 " 0.1 0.8 " 0.1 09 09 09
= [0,0.72] U [0,0.08] U [0.09375,0.75] U [0.1125,0.9] U [0.135, 1.08]
U {0.083333,0.1,0.12}
= [0,1.08] =~ [0,1]

e one redistributes the partial imprecise conflicting mass m{(ﬁg) B mé(@l) to 07 and 0,
proportionally to m!(f2) and m4(#;). One gets now the following proportionalization

rh vl ([0.4,0.5] @ ((0.4,0.6) U[0.7,0.8])

[0.4,0.5] ~ (0.4,0.6)U[0.7,0.8]  ([0.4,0.5] B ((0.4,0.6) U [0.7,0.8])
(0.16,0.30) U [0.28,0.40]  (0.16,0.40]

(0.8,1.1) U [1.1,1.3] (0.8,1.3]
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whence
; (0.16,0.40] (0.064,0.200] 0.064 0.200
= 2 104,05 = = = (0.049231,0.250000
2= o1y OO0 =G5 g (G os ) T ’ )
0.16,0.40 0.064, 0.240) U (0.112,0.320
yh = (0.16,0.40] (0.4,0.6) U [0.7,0.8] = (0.064, )V (0112, ]
(0.8,1.3] (0.8,1.3]
0.064,0.320]  0.064 0.320
_ (0064, ] = ( , ) = (0.049231, 0.400000)
(0.8,1.3] 137 0.8

Hence, one finally gets with imprecise PCR5,

mJIDCR5(01) = m{z(el) B x{ H xé
= ([0.04,0.10] U [0.12,0.15]) B [0, 0.48] B (0.049231, 0.250000)
= ([0.04,0.10] U [0.12,0.15]) B (0.049231,0.73)
= (0.089231,0.83) U (0.169231,0.88) = (0.089231,0.88)
m{DCR5(02) = m{2(92) By Bys
= (0,0.40] U [0.42, 0.48]) B8 [0, 1] B (0.049231,0.400000) =~ [0, 1]
Mpeps(01N02) =0

Example no 2:

Let’s consider a more simple example with © = {61,605}, Shafer’s model and two independent
sources with the following imprecise admissible bba

ml(0;) = (0.2,0.3) ml(6y) =[0.6,0.8]
mi(01) =[0.4,0.7) mi () = (0.5,0.6]

Working with sets, one gets for the conjunctive consensus

miy(61) = (0.08,0.21)  miy(ha) = (0.30,0.48)
The total (imprecise) conflict between the two imprecise quantitative sources is given by
ki = miz(61 N 62) = [m1(61) Bmy(62)] 8 [m(62) @ my(6:1))

= ((0.2,0.3) @ (0.5,0.6]) B ([0.4,0.7] & [0.6,0.8])
= (0.10,0.18) 88 0.24,0.56) = (0.34,0.74)

Using the PCR5 rule for Proportional Conflict redistribution of partial (imprecise) conflict
mi(01) @mi(hs), one has

ol yl (0.2,0.3) @ (0.5,0.6]  (0.10,0.18)

(0.2,0.3)  (0.5,0.6]  (0.2,0.3)EH (0.5,0.6]  (0.7,0.9)
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whence
. (0.10,0.18) (0.02,0.054) 002 0.054
= U0 5 0.2,0.3) = = (=2 — (0.022222,0.077143
= o709 20 )= 0709 o9 07 ) ! )
. (0.10,0.18) (0.050,0.108) 0.050 0.108
=0 15(0.5,0.6] = - , = (0.055556, 0.154286
= "07.09 o I=0709 ~ o9 o7 )¢ )

Using the PCRS5 rule for Proportional Conflict redistribution of partial (imprecise) conflict
mi(02) @mi(0y), one has

@ yb o [04,0.7)@[0.6,0.8]  [0.24,0.56)
[0.4,0.7)  [0.6,0.8] [0.4,0.7)@[0.6,0.8]  [1,1.5)
whence

; [0.24,0.56) (0.096,0.392) 0.096 0.392
= 5104,0.7) = = = (0.064,0.392
=15 20407 [1,1.5) (G517 ) = (0.064,0392)

0.24,0.56 0.144,0.448 0.144 0.448
yh = [024,0.56) [[0.6,0.8] = [ ’ ) - ( , ) = (0.096, 0.448)

1,1.5) [1,1.5) 157 1

Hence, one finally gets with imprecise PCR5,

méom(el) = m{2(‘91) H 55{ H xé
= (0.08,0.21) H (0.022222,0.077143) H (0.064, 0.392)
= (0.166222,0.679143)

méCR5(92) = m{2(92) H y{ = ?/5
= (0.30,0.48) H (0.055556, 0.154286) H (0.096, 0.448)
= (0.451556, 1.08229) ~ (0.451556, 1]

mpeps(01N02) =0

1.12 More numerical examples and comparisons

In this section, we present some numerical examples and comparisons of PCR rules with other
rules proposed in literature.

1.12.1 Example 1

Let’s consider the frame of discernment © = {A, B,C}, Shafer’s model (i.e. all intersections
empty), and the 2 following Bayesian bba’s

Then the conjunctive consensus yields : mia(A) = 0.24, mj2(B) = 0.12 and m2(C) = 0.02
with the conflicting mass k12 = mi2(ANB)+mi2(ANC)+mi2(BNC) = 0.36+0.164-0.10 = 0.62,
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which is a sum of factors.

From the PCR1 and PCR2 rules, one gets
mpcor1(A) = 0.550 mpcore(A) = 0.550

mpCRl(B) = 0.337 mPCRQ(B) = 0.337
mpCRl(C) =0.113 mPCRQ(C) =0.113
And from the PCR3 and PCR5 rules, one gets

mpcrs(A) = 0574842 mpegs(A) = 0.574571

mPCRg(B) = 0.338235 mpCR5(B) = 0.335429
mPCRg(C) = 0.086923 mpCR5(C) = 0.090000

Dempster’s rule is a particular case of proportionalization, where the conflicting mass is redis-
tributed to the non-empty sets Aj, As, ...proportionally to mi2(A;), mi2(As), ... respectively
(for the case of 2 sources) and similarly for n sources, i.e.

zx oy oz 062
0.24 0.12 0.02 0.38

whence z = 0.24 - 32 = 0.391579, y = 0.12 - 252 = 0.195789, z = 0.02 - 32 = 0.032632.

Dempster’s rule yields
mpg(A) = 0.24 + 0.391579 = 0.631579

mpg(B) = 0.12 + 0.195789 = 0.315789
mps(C) = 0.02 + 0.032632 = 0.052632
Applying PCR4 for this example, one has

T Yy 0.36
024  0.12  0.24+0.12

therefore 1 = 0.24 and y; = 0.12;

To o 21 o 0.16 o 0.16
0.24  0.02 0.24+40.02 0.26

therefore x9 = 0.24(0.16/0.26) = 0.147692 and z; = 0.02(0.16,/0.26) = 0.012308:

Y2 oz 0.10 _0.10
0.12  0.02 0.1240.02 0.14

therefore yo = 0.12(0.10/0.14) = 0.085714 and z» = 0.02(0.10/0.14) = 0.014286. Summing all
of them, one gets finally:

mpcora(A) = 0.627692 mpcora(B) = 0.325714 mpcora(C) = 0.046594

It can be shown that minC combination provides same result as PCR4 for this example.
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1.12.2 Example 2

Let’s consider the frame of discernment © = {A, B}, Shafer’s model (i.e. all intersections
empty), and the following two bba’s:

ml(AU B) =0.2

0.1
0.4 ma(AUB) =0.1

Then the conjunctive consensus yields mi2(A) = 0.52, mi2(B) = 0.13 and mi2(A U B) = 0.02

with the total conflict k19 = mi2(AN B) = 0.33.

From PCR1 and PCR2 rules, one gets:

mpcr1(A) = 0.7180 mpcoro(A) = 0.752941
mpcri(B) = 0.2125 mpcra(B) = 0.227059
mpor1 (AU B) = 0.0695 mpore(AU B) = 0.02

From PCR3 and PCRS5 rules, one gets

mpors(A) = 0.752941 mpcors(A) = 0.739849
mpcors(B) = 0.227059 mpcors(B) = 0.240151
mpCRg(AUB) = 0.02 mPCR5(AUB) = 0.02

From Dempster’s rule:
mps(A) = 0.776119 mps(B) = 0.194030 mps(AU B) = 0.029851

From PCRA4, one has
r y 033 033
0.52 0.13  0.5240.13  0.65

therefore x = 0.52(0.33/0.65) = 0.264 and y = 0.13(0.33/0.65) = 0.066. Summing, one gets:

mpCR4(A) =0.784 mpCR4(B) = 0.196 mpCR4(A @] B) = 0.02

From minC, one has
xr Yy oz 0.33 033
0.52  0.13  0.02 0.52+0.13+0.02 0.67

therefore z = 0.52(0.33/0.67) = 0.256119, y = 0.13(0.33/0.67) = 0.064030 and z = 0.02(0.33/0.02) =
0.009851. Summing, one gets same result as with the Demspter’s rule in this second example:

Minc(A) = 0.776119  mpinc(B) = 0.194030  myinc(A U B) = 0.029851

1.12.3 Example 3 (Zadeh’s example)
Let’s consider the famous Zadeh’s example!” [31] with © = {A, B, C}, Shafer’s model and the

two following belief assignments

'7A detailed discussion on this example can be found in [18] (Chap. 5, p. 110).
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The conjunctive consensus yields for this case, mia2(A) = mia(b) = 0, m12(C) = 0.01. The
masses committed to partial conflicts are given by

mlg(AﬂB):()Bl mlg(AﬂC) :mlg(BﬂC):0.0Q
and the conflicting mass by

The first partial conflict mi2(AN B) =0.9-0.9 = 0.81 is proportionally redistributed to A and

B according to
T U1 0.81

09 09 09+09
whence 1 = 0.405 and y; = 0.405.

The second partial conflict mi2(ANC) = 0.9-0.1 = 0.09 is proportionally redistributed to

A and C' according to
T2 Y2 0.09

0.9 01 09701
whence z9 = 0.081 and y2 = 0.009.

The third partial conflict mi2(BNC) =0.9-0.1 = 0.09 is proportionally redistributed to B

and C' according to
T3 Y3 0.09

09 01 09+0.1
whence z3 = 0.081 and y3 = 0.009.

After summing all proportional redistributions of partial conflicts to corresponding elements
with PCR5, one finally gets:

mpcors(A) = 0+ 0.405 + 0.081 = 0.486
mpers(B) = 04 0.405 + 0.081 = 0.486
mpcors(C) = 0.01 4 0.009 + 0.009 = 0.028

The fusion obtained from other rules yields:
e with Dempster’s rule based on Shafer’s model, one gets the counter-intuitive result

mps(C) =1

e with Smets’ rule based on Open-World model, one gets

ms(0) =099  mg(C)=0.01

e with Yager’s rule based on Shafer’s model, one gets

my(AUBUC) =099  mps(C)=0.01
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with Dubois & Prade’s rule based on Shafer’s model, one gets

mpp(AUB) =0.81 mpp(AUC) =0.09 mpp(BUC) = 0.09 mpp(C) = 0.01

with the classic DSm rule based on the free-DSm model, one gets
mpsmc (AN B) =0.81 mpsmc(ANC) =0.09
mpsmc(BNC)=0.09  mpsmc(C) = 0.01

with the hybrid DSm rule based on Shafer’s model, one gets same as with Dubois & Prade
(in this specific example)

mpsmu (AU B) =0.81 mpsmu(AUC) = 0.09
mDSmH(B U C) = 0.09 mDsmH(C) =0.01

with the WAO rule based on Shafer’s model, one gets

0.940
mwao(A) =0 + ; -0.99 = 0.4455
0+ 0.9
mwao(B) =0+ +2 -0.99 = 0.4455
0.140.1

mw 40(C) = 0.01 + =——=-0.99 = 0.1090

with the PCRI1 rule based on Shafer’s model, one gets (same as with WAO)

0.9

A =0+ ——" .0.09 = 0.4455
mpom(A) =0+ Go—o=5

0.9

B)=0+— 2 .0.00 = 0.4455

meomr(B) =0+ go—0 9700
0.2
—00l4+——"".0.99 =0.1090

mpcri(C) T 005090102

with the PCR2 rule based on Shafer’s model, one gets in this example the same result as
with WAO and PCRI.

with the PCR3 rule based on Shafer’s model, one gets
0-04+409-09 01-0409-0.1

A) = 9. ~ 0.478636
mpors(A) = 0409 [—ro—00 09502
0-0409-09 01-0+09-0.1

B)=0+09- ~ 0.478636
mpor(B) =0+ 0.9 [—ga=—50 09502

mpCRg(C) ~ 0.042728

With the PCRA4 rule based on Shafer’s model, mj2(A N B) = 0.81 is distributed to A and
B with respect to their mqs(.) masses, but because mi2(A) and mi2(B) are zero, it is
distributed to A and B with respect to their corresponding column sum of masses, i.e.
with respect to 0.9+ 0 = 0.9 and 04+ 0.9 = 0.9;

T 0.81

0.9 0.9 0.09+0.09
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whence z; = 0.405 and y; = 0.405.

m(ANC) = 0.09 is redistributed to A and C proportionally with respect to their corre-
sponding column sums, i.e. 0.9 and 0.2 respectively:

£/0.9 = 2/0.2 = 0.09/1.1

wence 2z = 0.9 - (0.09/1.1) = 0.073636 and z = 0.2 - (0.09/1.1) = 0.016364.

m(B N C) = 0.09 is redistributed to B and C proportionally with respect to their corre-
sponding column sums, i.e. 0.9 and 0.2 respectively:

y/0.9 = 2/0.2 = 0.09/1.1

wence y = 0.9 - (0.09/1.1) = 0.073636 and z = 0.2 - (0.09/1.1) = 0.016364.

Summing one gets:

mpera(A) = 0478636 mpora(B) = 0.478636  mpora(C) = 0.042728

With the minC rule based on Shafer’s model, one gets:

Mminc(A) = 0405 Mmuminc(B) = 0405  Mipinc(C) = 0.190

With the PCR5 rule based on Shafer’s model, the mass mi2(ANB) =0.9-0.9 = 0.81 is
proportionalized according to

09 09 09409

x oy 0.81

whence z = 0.405 and y = 0.405. Similarly, mi2(A N C) = 0.09 is proportionalized
according to

0.9 09 09+0.1

T z 0.09

whence z = 0.081 and z = 0.009; Similarly, mi2(B N C) = 0.09 is proportionalized
according to

y oz 009

09 0.1 0.9+40.1

whence y = 0.081 and z = 0.009. Summing one gets:

mpcors(A) = 0+ 0.405 4+ 0.081 = 0.486
mpcors(B) = 0+ 0.405 + 0.081 = 0.486
mpcors(C) = 0.01 4 0.009 + 0.009 = 0.028
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1.12.4 Example 4 (hybrid model)

Let’s consider a hybrid model on © = {A, B,C} where AN B = (), while ANC # § and
BN C # (. This model corresponds to a hybrid model [18]. Then only the mass my2(A N B) of
partial conflict AN B will be transferred to other non-empty sets, while the masses mi2(ANC)
stays on ANC and ma(BNC) stays on BNC. Let’s consider two sources of evidence with the
following basic belief assignments

Using the table representation, one has

A B ¢ AnB AnC BnC
mp | 0.5 04 0.1

mg | 0.6 0.2 0.2

miz | 0.3 0.08 0.02 0.34 0.16 0.10

Thus, the conjunctive consensus yields
mlg(A) =0.30 mlg(B) =0.08 mlg(C) =0.02
mlz(AﬂB) =0.34 mlz(AﬂC) =0.16 mlg(BﬂC) =0.10

e with the PCR1 rule, mi2(ANB) = 0.34 is the only conflicting mass, and it is redistributed
to A, B and C proportionally with respect to their corresponding columns’ sums: 0.5 +
0.6 = 1.1, 044+ 0.2 = 0.6 and 0.1 + 0.2 = 0.3. The sets ANC and B N C don’t get
anything from the conflicting mass 0.34 since their columns’ sums are zero. According to
proportional conflict redistribution of PCR1, one has

B 8 X

T Y 0.34
1.1 06 03 1.1+0.6+0.3

Therefore, one gets the proportional redistributions for A, B and C
x=11-0.17 =0.187 y=0.6-0.17=0.102 z=0.3-0.17 = 0.051

Thus the final result of PCRI1 is given by

mperi(A) = 0.30 + 0.187 = 0.487
mpcer1(B) = 0.08 + 0.102 = 0.182
mpcor (C) = 0.02 4 0.051 = 0.071
mperi(ANC) =0.16
mper1(BNC) = 0.10

e with the PCR2 rule, mi2(AN B) = 0.34 is redistributed to A and B only with respect to
their corresponding columns’ sums: 0.5+0.6 = 1.1 and 0.4+ 0.2 = 0.6. The set C doesn’t
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get anything since C' was not involved in the conflict. According to proportional conflict
redistribution of PCR2, one has

Ty 03 g,
11 06 11+06

Therefore, one gets the proportional redistributions for A and B
r=11-02=0.22 y=0.6-02=0.12
Thus the final result of PCR2 is given by

mpcra(A) = 0.30 +0.22 = 0.52
mpcra(B) = 0.08 +0.12 = 0.20
mpcr2(C) = 0.02
mpcr2(ANC) =0.16
mpcr2(BNC) =0.10

PCR3 gives the same result like PCR2 since there is only a partial conflicting mass which
coincides with the total conflicting mass.

with the PCR4 rule, mi2(A N B) = 0.34 is redistributed to A and B proportionally
with respect to mi2(A) = 0.30 and mi2(B) = 0.08. According to proportional conflict
redistribution of PCR4, one has
r oy 0.34
0.30  0.08 0.30+0.08

Therefore, one gets the proportional redistributions for A and B

x = 0.30-(0.34/0.38) ~ 0.26842 y = 0.08 - (0.34/0.38) ~ 0.07158
Thus the final result of PCR4 is given by

mpera(A) = 0.30 + 0.26842 = 0.56842
mpera(B) = 0.08 + 0.07158 = 0.15158
mpcra(C) = 0.02
mpcra(ANC) = 0.16
mpcra(BNC) = 0.10

with the PCR5 rule, mi2(A N B) = 0.34 is redistributed to A and B proportionally with
respect to m1(A) = 0.5, ma(B) = 0.2 and then with respect to ma(A) = 0.6, m1(B) = 0.4.
According to proportional conflict redistribution of PCR5, one has

T Y1 0.10 X9 Y2 0.24
= = —10.10/0.7 L= T (.24
0.5 02 05402 / 06 04 06404

Therefore, one gets the proportional redistributions for A and B

x1 =0.5-(0.10/0.7) = 0.07143 y; = 0.2-(0.10/0.7) = 0.02857
29 =0.6-0.24 =0.144 y2 = 0.4-0.24 = 0.096



1.12. MORE NUMERICAL EXAMPLES AND COMPARISONS 61

Thus the final result of PCRS is given by

1.12.5 Example 5 (Target ID tracking)

This example is drawn from Target ID (identification) tracking application pointed out by Dezert
and al. in [5]. The problem consists in updating bba on ID of a target based on a sequence of
uncertain attribute measurements expressed as sensor’s bba. In such case, a problem can arise
when the fusion rule of the predicted ID bba with the current observed ID bba yields to commit
certainty on a given ID of the frame © (the set of possible target IDs under consideration).
If this occurs once, then the ID bba remains unchanged by all future observations, whatever
the value they can take ! By example, at a given time the ID system finds with ”certainty”
that a target is a truck, and then during next, say 1000 scans, all the sensor reports claim
with high belief that target is a car, but the ID system is unable to doubt itself of his previous
ID assessment (certainty state plays actually the role of an absorbing/black hole state). Such
behavior of a fusion rule is what we feel drastically dangerous, specially in defence applications
and better rules than the classical ones have to be used to avoid such severe drawback. We
provide here a simple numerical example and we compare the results for the new rules presented
in this chapter. So let’s consider here Shafer’s model, a 2D frame © = {A, B} and two bba
mi(.) and ma(.) with

B

A B A
m110

U
0
mg | 0.1 0.9 0

m1(.) plays here the role of a prior (or predicted) target ID bba for a given time step and ma(.)
is the observed target ID bba drawn from some attribute measurement for the time step under
consideration. The conjunctive operator of the prior bba and the observed bba is then

mlg(A) =0.1 mlz(A N B) =0.9

Because we are working with Shafer’s model, one has to redistribute the conflicting mass m12(AN
B) = 0.9 in some manner onto the non conflicting elements of power-set. Once the fusion/update
is obtained at a given time, we don’t keep in memory mq(.) and ma(.) but we only use the fusion
result as new prior'® bba for the fusion with the next observation, and this process is reitered
at every observation time. Let’s examine the result of the rule after at first observation time
(when only ma(.) comes in).

e With minC rule: minC rule distributes the whole conflict to A since mi2(B) = 0, thus:

mmmcuz(A) =1

8For simplicity, we don’t introduce a prediction ID model here and we just consider as predicted bba for time
k + 1, the updated ID bba available at time & (i.e. the ID state transition matrix equals identity matrix).



62 PCR RULES FOR INFORMATION FUSION

e With PCR1-PCR4 rules: Using PCR1-4, they all coincide here. One has z/1.1 =
y/0.9 = 0.9/2 = 0.45, whence z = 1.1 - (0.45) = 0.495 and y = 0.9 - (0.45) = 0.405. Hence

mpcri-4)12(4) = 0.595  mpogi_412(B) = 0.405

e With PCR5 rule: One gets /1 = y/0.9 = 0.9/1.9, whence x = 1-(0.9/1.9) = 0.473684
and y = 0.9 - (0.9/1.9) = 0.426316. Hence

mPCRg)‘lQ(A) = 0.573684 mPCRg)‘lQ(B) = 0.426316

Suppose a new observation, expressed by m3(.) comes in at next scan with
mg(A) =04 mg(B) =0.6

and examine the result of the new target ID bba update based on the fusion of the previous
result with ms(.).

e With minC rule: The conjunctive operator applied on m,,,;,c12(.) and m3(.) yields now
M(mincn2)3(A) =04 Mmppincp2)3(ANB) =0.6

Applying minC rule again, one distributes the whole conflict 0.6 to A and one finally
getslgc

mmmC|(12)3(A) =1
Therefore, minC rule does not respond to the new tracking ID observations.

e With PCR1-PCR4 rules: The conjunctive operator applied on mpogi_412(.) and
ms(.) yields now

m(pcri-4)12)3(A) = 0.238  m(por1-ap12)3(B) = 0.243  m(pcr1-4)12)3(AN B) = 0.519

— For PCR1-3: 2/0.995 = y/1.005 = 0.519/2 = 0.2595, so that = 0.995- (0.2595) =
0.258203 and y = 1.005 - (0.2595) = 0.260797. Hence:

mpor1-3|(12)3(A4) = 0.496203  mpor1-—3)(12)3(B) = 0.503797

Therefore PCR1-3 rules do respond to the new tracking ID observations.

— For PCR4: 2/0.238 = y/0.243 = 0.519/(0.238 + 0.243) = 0.519/0.481, so that
x = 0.238 - (0.519/0.481) = 0.256802 and y = 0.243 - (0.519/0.481) = 0.262198.
Hence:

mPCR4‘(12)3(A) = 04.94.802 mpCR4|(12)3(B) = 0.505198

Therefore PCR4 rule does respond to the new tracking ID observations.

9For convenience, we use the notation Muminc|(12)3(A) instead of Myinc|(minci12)3(.), and similarly with PCR
indexes.
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e With PCRS5 rule: The conjunctive operator applied on mpcgsi2(.) and ms(.) yields
now

m(PCR5‘12)3(A) = 0.229474 m(pCR5|12)3(B) = 0.255790 m(PCR5‘12)3(AmB) = 0.514736

Then: x/0.573684 = y/0.6 = (0.573684 - 0.6)/(0.573684 + 0.6) = 0.293273, so that
x = 0.573684 - 0.293273 = 0.168246 and y = 0.6 - 0.293273 = 0.175964. Also: z/0.4 =
y/0.426316 = (0.4 - 0.426316)/(0.4 + 0.426316) = 0.206369, so that = 0.4 - 0.206369 =
0.082548 and y = 0.426316A0.206369 = 0.087978. Whence:

mPCR5‘(12)3(A) = 0.480268 mpCR5|(12)3(B) = 0.519732
Therefore PCR5 rule does respond to the new tracking ID observations.

It can moreover be easily verified that Dempster’s rule gives the same results as minC here,
hence does not respond to new observations in target ID tracking problem.

1.13 On Ad-Hoc-ity of fusion rules

Each fusion rule is more or less ad-hoc. Same thing for PCR rules. There is up to the present
no rule that fully satisfies everybody. Let’s analyze some of them.

Dempster’s rule transfers the total conflicting mass to non-empty sets proportionally with
their resulting masses. What is the reasoning for doing this? Just to swell the masses of non-
empty sets in order to sum up to 1 and preserve associativity?

Smets’ rule transfers the conflicting mass to the empty set. Why? Because, he says, we
consider on open world where unknown hypotheses might be. This approach does not make
difference between all origins of conflicts since all different conflicting masses are committed
with the same manner to the empty set. Not convincing. And what about real closed worlds?

Yager’s rule transfers all the conflicting mass only to the total ignorance. Should the inter-
nal structure of partial conflicting mass be ignored?

Dubois-Prade’s rule and DSm hybrid rule transfer the conflicting mass to the partial and
total ignorances upon the principle that between two conflicting hypotheses one is right. Not
completely justified either. What about the case when no hypothesis is right?

PCR rules are based on total or partial conflicting masses, transferred to the corresponding
sets proportionally with respect to some functions (weighting coefficients) depending on their
corresponding mass matrix columns. But other weighting coefficients can be found.

Inagaki [10], Lefevre-Colot-Vannoorenberghe [12] proved that there are infinitely many fu-
sion rules based on the conjunctive rule and then on the transfer of the conflicting mass, all of
them depending on the weighting coefficients/factors that transfer that conflicting mass. How
to choose them, what parameters should they rely on — that’s the question! There is not a
precise measure for this. In authors’ opinion, neither DSm hybrid rule nor PCR rules are not
more ad-hoc than other fusion rules.
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1.14 On quasi-associativity and quasi-Markovian properties

1.14.1 Quasi-associativity property

Let my(.),ma(.),m3(.) : G® + [0,1] be any three bba’s, and a fusion rule denoted by @
operating on these masses. One says that this fusion rule is associative if and only if:

VAEG®,  ((m1®ma) ®my)(A) = (m1 @ (m2 ®my))(A) (1.44)

which is also equal to (m1 @ ma @ ms)(A).

Only three fusion rules based on the conjunctive operator are known associative: Dempster’s
rule in DST, Smets’ rule (conjunctive consensus based on the open-world assumption), and the
DSm classic rule on free DSm model. All alternative rules developed in literature so far do not
hold the associativity. Although, some rules such as Yager’s, Dubois & Prade’s, DSm hybrid,
WAOQO, minC, PCR rules, which are not associative become quasi-associative if one stores the
result of the conjunctive rule at each time when a new bba arises in the combination process.
Instead of combining it with the previous result of the rule, we combine the new bba with the
stored conjunctive rule’s result.

1.14.2 Quasi-Markovian property

Let my(.),ma(.),...,mu(.) : G® + [0,1] be any n > 3 masses, and a fusion rule denoted by
@ operating on these masses. One says that this fusion rule satisfies Markovian property or
Markovian requirement (according to Ph. Smets) if and only if:

VA € GO, andn > 3, (M @ma®...&dmy)(A) = (M1 dme®...&my_1)dmy)(A) (1.45)

Similarly, only three fusion rules derived from the conjunctive rule are known satisfying the
Markovian requirement, i.e. Dempster’s rule, Smets’ TBM’s rule, and the DSm classic rule on
free DSm model. In an analoguous way as done for quasi-associativity, we can transform a
non-Markovian fusion rule based on conjunctive rule into a Markovian fusion rule by keeping
in the computer’s memory the results of the conjunctive rule - see next section.

1.14.3 Algorithm for Quasi-Associativity and Quasi-Markovian
Requirement

The following algorithm will help transform a fusion rule into an associative and Markovian
fusion rule. Let’s call a rule which first uses the conjunctive rule and then the transfer of the
conflicting mass to empty or non-empty sets quasi-conjunctive rule. the following algorithm
is proposed in order to restore the associativity and Markovian requirements to any quasi-
conjunctive based rules.

Let’s consider a rule ® formed by using: first the conjunctive rule, noted by ©, and second
the transfer/redistribution of the conflicting mass to empty or non-empty sets, noted by the
operator O(.) (no matter how the transfer is done, either proportionally with some parameters,
or transferred to partial or total ignorances and/or to the empty set; if all conflicting mass is
transferred to the empty set, as in Smets’ rule, there is no need for transformation into an as-
sociative or Markovian rule since Smets’ rule has already these properties). Clearly ® = O(©).
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The idea is simple; we store the conjunctive rule’s result (before doing the transfer) and, when
a new mass arises, one combines this new mass with the conjunctive rule’s result, not with the
result after the transfer of conflicting mass.

Let’s have two bba’s my(.), ma(.) defined as previously.

a) One applies the conjunctive rule to mi(.) and mso(.) and one stores the result?’:
Me2)(-) = [mi@mo](.) = [ma@my](.).

b) One applies the operator O(.) of transferring conflicting mass to the non-empty sets,
ie. O(me2)()). This calculation completely does the work of our fusion rule, i.e.
[m1®ma](.) = O(meq ,2)(-)) that we compute for decision-making purpose.

c) When a new bba, ms(.), arises, we combine using the conjunctive rule this ms(.) with
the previous conjunctive rule’s result m.( 9)(.), not with O(me(2)(.)). Therefore (by
notation): [me(1,2)@m3](.) = Me(e(1,2),3)(-). One stores this results, while deleting the
previous one stored.

d) Now again we apply the operator O(.) to transfer the conflicting mass, i.e. compute
O(me(c(1,2),3)(-)) needed for decision-making.

e) ...And so on the algorithm is continued for any number n > 3 of bba’s.

The properties of the conjunctive rule, i.e. associativity and satisfaction of the Markovian
requirement, are passed on to the fusion rule ® too. One remarks that the algorithm gives the
same result if one applies the rule ® to all n > 3 bba’s together, and then one does the transfer
of conflicting mass based on the conjunctive rule’s result only.

For each rule we may adapt our algorithm and store, besides the conjunctive rule’s result,
more information if needed. For example, for the PCR1-3 rules we also need the sum of column
masses to be stored. For PCR5-6 we need to store all bba’s in a mass matrix.

Generalization: The previous algorithm can be extended in a similar way if one considers in-
stead of the conjunctive rule applied first, any associative (respectively Markovian) rule applied
first and next the transfer of masses.

In this section we have proposed a fusion algorithm that transforms a quasi-conjunctive
fusion rule (which first uses the conjunctive rule and then the transfer of conflicting masses
to non-empty sets, except for Smets’ rule) to an associative and Markovian rule. This is very
important in information fusion since the order of combination of masses should not matter, and
for the Markovian requirement the algorithm allows the storage of information of all previous
masses into the last result (therefore not necessarily to store all the masses), which later will
be combined with the new mass. In DSmT, using this fusion algorithm for n > 3 sources, the
DSm hybrid rule and PCRi become commutative, associative and Markovian. Some numerical
examples of the application of this algorithm can be found in [19].

20where the symbol £ means by definition.
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1.15 Conclusion

We have presented in this chapter five versions of the Proportional Conflict Redistribution rule
of combination in information fusion, which are implemented as follows: first one uses the con-
junctive rule, then one redistribute the conflicting mass to non-empty sets proportionally with
respect to either the non-zero column sum of masses (for PCR1, PCR2, PCR3) or with respect
to the non-zero masses (of the corresponding non-empty set) that enter in the composition of
each individual product in the partial conflicting masses (PCR5). PCRI restricted from the
hyper-power set to the power set and without degenerate cases gives the same result as WAO
as pointed out by P. Smets in a private communication. PCR1 and PCR2 redistribute the total
conflicting mass, while PCR3 and PCR5 redistribute partial conflicting masses. PCR1-3 uses
the proportionalization with respect to the sum of mass columns, PCR4 with respect to the re-
sults of the conjunctive rule, and PCR5 with respect to the masses entered in the sum products
of the conflicting mass. PCR4 is an improvement of minC and Dempster’s rules. From PCR1 to
PCR2, PCR3, PCR4, PCR5 one increases the complexity of the rules and also the exactitude of
the redistribution of conflicting masses. All the PCR rules proposed in this chapter preserve the
neutral impact of the vacuous belief assignment but PCR1 and work for any hybrid DSm model
(including Shafer’s model). For the free DSm model, i.e. when all intersections not empty, there
is obviously no need for transferring any mass since there is no conflicting mass, the masses of
the intersections stay on them. Thus only DSm classic rule is applied, no PCR1-5, no DSm
hybrid rule and no other rule needed to apply. In this chapter, PCR, minC and Dempster’s
rules are all compared with respect to the conjunctive rule (i.e. the conjunctive rule is applied
first, then the conflicting mass is redistributed following the way the conjunctive rule works).
Therefore, considering the way each rule works, the rule which works closer to the conjunctive
rule in redistributing the conflicting mass is considered better than other rule. This is not a
subjective comparison between rules, but only a mathematical one.
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Abstract: In this chapter, we present and discuss a new generalized proportional
conflict redistribution rule. The Dezert-Smarandache extension of the Dempster-
Shafer theory has relaunched the studies on the combination rules especially for the
management of the conflict. Many combination rules have been proposed in the last
few years. We study here different combination rules and compare them in terms
of decision on didactic example and on generated data. Indeed, in real applications,
we need a reliable decision and it is the final results that matter. This chapter
shows that a fine proportional conflict redistribution rule must be preferred for the
combination in the belief function theory.

2.1 Introduction

Many fusion theories have been studied for the combination of the experts opinions such as
voting rules [10, 25], possibility theory [7, 27], and belief function theory [2, 15]. We can
divide all these fusion approaches into four steps: the modelization, the parameters estimation
depending on the model (not always necessary), the combination, and the decision. The most
difficult step is presumably the first one. If both possibility and probability-based theories can
modelize imprecise and uncertain data at the same time, in a lot of applications, experts can
express their certitude on their perception of the reality. As a result, probabilities theory such
as the belief function theory is more adapted. In the context of the belief function theory, the
Dempster-Shafer theory (DST) [2, 15] is based on the use of functions defined on the power set
29 (that is the set of all the disjunctions of the elements of ®). Hence the experts can express
their opinion not only on © but also on 2° as in the probabilities theory. The extension of this
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power set into the hyper-power set D€ (that is the set of all the disjunctions and conjunctions of
the elements of ©) proposed by Dezert and Smarandache [3], gives more freedom to the expert.
This extension of the DST is called Dezert-Smarandache Theory (DSmT).

This extension has relaunched the studies on the combination rules. The combination of
multiple sources of information has still been an important subject of research since the proposed
combination rule given by Dempster [2]. Hence, many solutions have been studied in order to
manage the conflict [6, 8, 9, 11, 12, 18, 22, 23, 26]. These combination rules are the most of
time compared following the properties of the operator such as associativity, commutativity,
linearity, anonymity and on special and simple cases of experts responses [1, 22, 24].

In real applications, we need a reliable decision and it is the final results that matter.
Hence, for a given application, the best combination rule is the rule given the best results. For
the decision step, different functions such as credibility, plausibility and pignistic probability
[4, 15, 20] are usually used.

In this chapter, we discuss and compare different combination rules especially managing the
conflict. First, the principles of the DST and DSmT are recalled. We present the formalization
of the belief function models, different rules of combination and decision. The combination rule
(PCR5) proposed by [18] for two experts is mathematically one of the best for the proportional
redistribution of the conflict applicable in the context of the DST and the DSmT. In the section
2.3, we propose a new extension of this rule for more experts, the PCR6 rule. This new rule
is compared to the generalized PCR5 rule given in [5], in the section 2.4. Then this section
presents a comparison of different combination rules in terms of decision in a general case, where
the experts opinions are randomly simulated. We demonstrate also that some combination rules
are different in terms of decision, in the case of two experts and two classes, but most of them
are equivalent.

2.2 Theory bases

2.2.1 Belief Function Models

The belief functions or basic belief assignments m are defined by the mapping of the power set
29 onto [0,1], in the DST , and by the mapping of the hyper-power set D® onto [0,1], in the
DSmT, with:

m(0) =0, (2.1)

and

> om(X) =1, (2.2)

in the DST , and
> om(X) =1, (2.3)
XeD®
in the DSmT.
The equation (2.1) is the hypothesis at a closed world [15, 16]. We can define the belief

function only with:
m(0) > 0, (2.4)

and the world is open [20]. In a closed world, we can also add one element in order to propose
an open world.
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These simple conditions in equation (2.1) and (2.2) or (2.1) and (2.3), give a large panel of
definitions of the belief functions, which is one the difficulties of the theory. The belief functions
must therefore be chosen according to the intended application.

2.2.2 Combination rules

Many combination rules have been proposed in the last few years in the context of the belief
function theory ( [6, 16, 18, 20, 22, 26], etc.). In the context of the DST , the combination rule
most used today seems to be the conjunctive rule given by [20] for all X € 29 Dby:

M
me(X) = Z HmJ(YJ)’ (2.5)

Yin..nYy=X j=1

where Y € 29 is the response of the expert j, and m;(Y;) the associated belief function.
However, the conflict can be redistributed on partial ignorance like in the Dubois and Prade
rule [6], a mixed conjunctive and disjunctive rule given for all X € 29, X # ) by:

M M
mDp(X) = Z HmJ(YJ) + Z Hm](}/})a (2'6)
Yin..nYy=X j=1 ViU..UYy =X 7=t
Yin.NYy=0

where Y; € 2€ is the response of the expert j, and m;(Y;) the associated belief function value.
The corresponding algorithm, building the whole belief function, is algorithm 1 provided in
appendix.

In the context of the DSmT, the conjunctive rule can be used for all X € D® and Y € D°.
The rule given by the equation (2.6), called DSmH [16], can be written in D® for all X € D®,
X£01! by:

M M
ma(X)= > [Im0opn + Y IImoy)+

Yin..nYy=X j=1 ViU UYy=x J=1

Ylﬁ...r\IY]ME@

M M (2.7)
> [Tmivi) + > [Imi(v),
{u(Y1)U...Uu(Ya)=X} =1 {u(v)u...uu(var)=0and x=} 771
Yl,...,YJ\[E@ Yi,..., Y]ME(Z)

where Y; € D® is the response of the expert j, m;(Y;) the associated belief function, and
u(Y') is the function giving the union of the terms that compose Y [17]. For example if ¥V =
(ANB)U(ANC),u(Y)=AUBUC.

If we want to take the decision only on the elements in ©, some rules propose to redistribute
the conflict on these elements. The most accomplished is the PCR5 given in [18] for two experts

!The notation X # () means that X # () and following the chosen model in D®, X is not one of the elements
of D® defined as . For example, if © = {A, B,C}, we can define a model for which the expert can provide a
mass on AN B and not on ANC,s0 ANB#Pand ANB=10
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and for X € D®, X # ) by:

B m1(X)%?ma(Y) ma(X)2my(Y)
mpoRs(X) = me(X) + YGZD:@ <m12X) + 77”2L2(Y) i mziX) + 77”1L1(Y)> ’ (28)
XNYy=(

where m,(.) is the conjunctive rule given by the equation (2.5).
Note that more rules managing the conflict have been proposed [8, 9, 11, 12, 18, 26]. The
comparison of all the combination rules is not the scope of this paper.

2.2.3 Decision rules

The decision is a difficult task. No measures are able to provide the best decision in all the cases.
Generally, we consider the maximum of one of the three functions: credibility, plausibility, and
pignistic probability.

In the context of the DST, the credibility function is given for all X € 2° by:

bel(X) = > m(Y). (2.9)

Y e2X Y#()
The plausibility function is given for all X € 2° by:
plX)= > m(Y)=Dbel(®) — bel(X*), (2.10)
Y22, YNX#D

where X¢ is the complementary of X. The pignistic probability, introduced by [21], is here
given for all X € 29, with X # () by:

betP(X) = 3 |X|;|Y| ; ?g()@). (2.11)
Y €29, Y #()

Generally the maximum of these functions is taken on the elements in ©, but we will give the
values on all the focal elements.

In the context of the DSmT the corresponding generalized functions have been proposed
[4, 16]. The generalized credibility Bel is defined by:

Bel(X) = > m(Y) (2.12)
YEDOYCX,Y#D
The generalized plausibility Pl is defined by:

PIX)= >  m(Y) (2.13)

YED®, XNY #)

The generalized pignistic probability is given for all X € D€, with X # 0 is defined by:

GPT(X)= > %(;)Y)m(lf), (2.14)
YEDO Y #)

where Caq(X) is the DSm cardinality corresponding to the number of parts of X in the Venn
diagram of the problem [4, 16].

If the credibility function provides a pessimist decision, the plausibility function is often
too optimist. The pignistic probability is often taken as a compromise. We present the three
functions for our models.
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2.3 The generalized PCR rules

In the equation (2.8), the PCRS5 is given for two experts only. Two extensions for three experts
and two classes are given in [19], and the equation for M experts for X € D®, X # () is given
in [5] and implemented in algorithm 2.

mpcRrs(X) = me(X) +

(Hmm Yo, () ﬂm‘) 1T 7o) Vo)
Y,

=X

> omi(X) Y ' . (2.15)

= (Yo, (1) Yo, (M—1)) E(DO) M Z H Mo, () Yo, (7)) (X:vai(X)))
M-1 Y, D= =7

ﬂ Yo (kNX=0 Ze{ X, Yo, (1) Yo, (1) }

where o; counts from 1 to M avoiding i:

oi(j) =Jj if j <,
{ o) =j+1 >4, (210

and:

{ T(B,z) =« if Bis true, (2.17)

T(B,z)=1 if B is false,

We propose another generalization of the equation (2.8) for M experts for X € D®, X # (),
implemented in algorithm 3. This defines the rule PCR6.

mpcre(X) = me(X) +

M H mal(] Uz(]
2 mi0* 3 L (218)
=1 M-1
i YoutnnX=0 mi(X )+Z Mg, (5) Yo, (5))
(Yvi(l) ..... Yai(M_l))E(D@)Mfl

where o is defined like in (2.16).

As Y] is a focal element of expert i, m;(X) + Z Mg, () ( y) # 0; the belief function m..

is the conjunctive consensus rule given by the equatlon (2.5).
We can propose two more general rules given by:

mpcret(X) = me(X) +

M—-1
H mUi(j)(YUi(j)
Zml mi(X) Y = : (2.19)

]I:r[:jlly (nNX=0 f(mz(X))+Z f(maz(j)( (j)))

j=1

(Ygi(l)7"'7Y0i(]v171))€(D@)1W—1
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with the same notations that in the equation (2.18), and f an increasing function defined by
the mapping of [0, 1] onto IR™.
The second generalized rule is given by:

i=1 M—1
kgl Yai(k) ﬁXE@

(Yo'i(l) 7"'7Yo'i(l\lfl))€(D®)1w_1

M-1 (2.20)
< Hmdi(j)(yai(j))>< H Lj>i >9< +mef OIEAG) )
j=1

Youn=X Yo,ip=X
mz( )

Z 9 Z mUz(J ) +mi(X)1x—z

ZE{X’YO'i(l) .Y, (]Mfl)} YG'L(J) =7

oy

with the same notations that in the equation (2.18), and ¢ an increasing function defined
by the mapping of [0, 1] onto IR™. These rules are implemented in algorithms 4 and 5.
For instance, we can choose f(z) = g(r) = 2%, with a € R™.

Algorithms for Dubois and Prade’s rule (equation (2.6)), the PCR5 (equation (2.15)), the
PCR6 (equation (2.18)), the PCR6f (equation (2.19)), and the PCR6g (equation (2.20)) com-
binations are given in appendix.

Remarks on the generalized PCR rules
M—1
° rj Y N X = () means that rjl Yr N X is considered as a conflict by the model:

M-
H (k) has to be redistributed on X and the Y.

M—1
e The second term of the equation (2.18) is null if kﬂl YN X # (), hence in a general model

in D® for all X and Y in D®\{0}, X NY # (. The PCR5 and PCR6 are exactly the
conjunctive rule: there is never any conflict. However in 22@, there exists X and Y such
that X NY = 0.

e One of the principal problem of the PCR5 and PCR6 rules is the non associativity. That
is a real problem for dynamic fusion. Take for example three experts and two classes
giving:

0|A|B|©
Expert1{ 0| 1] 010
Expert2 | 0] 0] 110
010|110

Expert 3
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If we fuse the expert 1 and 2 and then 3, the PCR5 and the PCR6 rules give:

mia(A) = 0.5, mio(B) = 0.5,
and (2.21)
m(lQ)B(A) = 0-25, m(lg)g(B) =0.75.

Now if we fuse the experts 2 and 3 and then 1, the PCR5 and the PCR6 rules give:

ma3(A) =0, ma3(B) = 1,
and (2.22)
my23)(A) = 0.5, my(e3)(B) = 0.5,

and the result is not the same.

With the generalized PCR6 rule we obtain:
m123)(A) = 1/3, m23)(B) = 2/3, (2.23)
a more intuitive and expected result.

e The conflict is not only redistributed on singletons. For example if three experts give:

AuB | BUC | AuC | ©
Expert 1 0.7 0 0 0.3
Expert 2 0 0 0.6 0.4
Expert 3 0 0.5 0 0.5

The conflict is given here by 0.7x0.6x0.5=0.21, with the generalized PCR6 rule we obtain:

me3)(A) = 0.21,
m(123) (B) == 014.,
m(123) (C) == 009,
7
Mgy (AUB) = 0.14+ 0.2 70 = 0.2217, (2.24)

)

m(123) (@) = 0.06.

2.4 Discussion on the decision following the combination rules

In order to compare the previous rules in this section, we study the decision on the basic
belief assignments obtained by the combination. Hence, we consider here the induced order on
the singletons given by the plausibility, credibility, pignistic probability functions, or directly
by the masses. Indeed, in order to compare the combination rules, we think that the study
on the induced order of these functions is more informative than the obtained masses values.
All the combination rules presented here are not idempotent, for instance for the conjunctive
non-normalized rule:
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0 A B C
mp 0 06 | 0.3 | 0.1
mp 0 06 | 0.3 | 0.1
my1 | 0.54 | 0.36 | 0.09 | 0.01

So, if we only compare the rules by looking at the obtained masses, we have to normalize
them with the auto-conflict given by the combination of a mass with itself. However, if mj(A) >
ml(B), then mn(A) > mll(B).

2.4.1 Extending the PCR rule for more than two experts

In [19], two approaches are presented in order to extend the PCR5 rule. The second approach
suggests to fuse the first two experts and then fuse the third expert. However the solution
depend on the order of the experts because of the non-associativity of the rule, and so it is not
satisfying.

The first approach proposed in [19], that is the equation (2.15) proposes to redistribute the
conflict about the singleton, e.g. if we have m(A)ms(B)ma(AUB), the conflict is redistributed
on A and B proportionally to m;(A) and ms(B). But this approach do not give solution if we
have for instance mi(A U B)ma(B U C)m3(AU C) where the conflict is AN BN C and we have
no idea on the masses for A, B and C.

Moreover, if we have mi(A)mo(B)ms(B) the proposed solution distributes the conflict to A
and B with respect to mq(A) and mo(B)ms(B) and not ms(B) + m3(B) that is more intuitive.
For example, if mi(A) = ma(B) = ms(B) = 0.5, 0.0833 and 0.0416 is added to the masses A
and B respectively, while there is more consensus on B than on A and we would expected the
contrary: 0.0416 and 0.0833 could be added to the masses A and B respectively.

What is more surprising are the results given by PCR5 and PCR6 on the following example:

A B C D E F G

Expert 1| 0.0 | 0.57 | 0.43 | 0.0 | 0.0 | 0.0 | 0.0
Expert 2 | 0.58 | 0.0 | 0.0 | 0.42| 0.0 | 0.0 | 0.0
Expert 3 |1 058 | 0.0 | 0.0 | 0.0 | 042 | 0.0 | 0.0
Expert 4 | 0.58 | 0.0 | 0.0 | 0.0 | 0.0 | 0.42 | 0.0
Expert 5|1 058 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.42

As all the masses are on singletons, neither PCR5 nor PCR6 can put any mass on total or
partial ignorance. So the fusion result is always a probability, and bel(X) = betP(X) = pl(X).

Conflict is total: conjunctive rule does not provide any information. PCR5 and PCR6 give
the following results:

A B C D E F G
PCR5 | 0.1915 | 0.2376 | 0.1542 | 0.1042 | 0.1042 | 0.1042 | 0.1042
PCR6 | 0.5138 | 0.1244 | 0.0748 | 0.0718 | 0.0718 | 0.0718 | 0.0718

So decision is “A” according to PCR6, and decision is “B” according to PCR5. However,
for any subset of 2, 3 or 4 experts, decision is “A” for any of these combination rules.
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2.4.2 Stability of decision process

The space where experts can define their opinions on which n classes are present in a given
n

tile is a part of [0,1]": & = [0,1]" N {(xl,...,xn) € R/sz < 1}. In order to study the
i=1

different combination rules, and the situations where they d?ffer, we use a Monte Carlo method,
considering the masses given on each class (ax) by each expert, as uniform variables, filtering

them by the condition Z ax <1 for one expert.

Xeo
Thus, we measure the proportion of situations where decision differs between the conjunctive

combination rule, and the PCR, where conflict is proportionally distributed.

We can not choose AN B, as the measure of AN B is always lower (or equal with probability
0) than the measure of A or B. In the case of two classes, AU B is the total ignorance, and
is usually excluded (as it always maximizes bel, pl, betP, Bel, Pl and GPT). We restrict the
possible choices to singletons, A, B, etc. Therefore, it is equivalent to tag the tile by the
most credible class (maximal for bel), the most plausible (maximal for pl), the most probable
(maximal for betP) or the heaviest (maximal for m), as the only focal elements are singletons,
© and (.

The only situation where the total order induced by the masses m on singletons can be
modified is when the conflict is distributed on the singletons, as is the case in the PCR method.

Thus, for different numbers of classes, the decision obtained by fusing the experts’ opinions
is much less stable:

number of classes ‘ 2 ‘ 3 ‘ 4 ‘ 5 ‘ 6 ‘ 7
decision change in the two experts case

PCR/DST 0.61% | 5.51% | 9.13% | 12.11% | 14.55% | 16.7%
PCR/DP 0.61% | 2.25% | 3.42% | 4.35% | 5.05% | 5.7%
DP/DST 0.00% | 3.56% | 6.19% | 8.39% | 10.26% | 11.9%
decision change in the three experts case

PCR6/DST 1.04% | 8.34% | 13.90% | 18.38% | 21.98% | 25.1%
PCR6/DP 1.04% | 511% | 7.54% | 9.23% | 10.42% | 11.3%
DP/DST 0.00% | 4.48% | 8.88% | 12.88% | 16.18% | 19.0%

Therefore, the specificity of PCR6 appears mostly with more than two classes, and the dif-
ferent combination rules are nearly equivalent when decision must be taken within two possible
classes.

For two experts and two classes, the mixed rule (DP) and the conjunctive rule are equivalent.
For three experts, we use the generalized PCR6 (2.18).

The percentage of decision differences defines a distance between fusion methods:

d(PCR6,DST) < d(PCR6,DP) + d(DP,DST).

The two other triangular inequalities are also true. As we have d(PCR6,DST) > d(PCR6,DP)
and d(PCR,DST) > d(DP,DST) for any number of experts or classes, we can conclude that the
mixed rule lies between the PCR6 method and the conjunctive rule.

The figure 2.1 shows the density of conflict within £. The left part shows the conflict for
two random experts and a number of classes of 2, 3 or 7. Plain lines show conflict when there



78 GENERALIZATION OF PCR

-
35 2 classes 7 classey Fas
3 gk
55 3 classes . ol
2 4+
| \
|I ]
150 | ar
| L
1F | Z
0sH 1r
N i LS SN, i]
0 02 04 0e 02 1 0

Figure 2.1: Density of conflict for (left) two uniform random experts and (right) three uniform
random experts; with and without decision change

is difference between decisions, and dashed lines show the overall conflict. Right part shows the
conflict values for three experts; plain lines show the conflict where there is a difference between
the PCR rule and the conjunctive rule.

Conflict is more important in this subspace where decision changes with the method used,
mostly because a low conflict often means a clear decision. The measure on the best class is
then very different than measure on the second best class.

Dashed green line represents the conflict density for 3 classes when there is a difference
between conjunctive rule and mixed rule. Dotted green line represents the conflict density for 3
classes when there is a difference between PCR6 rule and mixed rule. We can see that an high
conflict level emphasizes mostly a decision change between conjunctive and mixed rule.

2.4.3 Calculi for two experts and two classes

For the “two experts and two classes” case, it is difficult to characterize analytically the stability
of the decision process between the conjunctive rule and the PCRrule (the PCR5 and PCR6
rules are the same in the two experts case). Note that in this case the DSmH rule given by the
equation (2.7), the mixed rule given by the equation (2.6) and the conjunctive rule given by the
equation (2.5) are equal. However, we can easily resolve few cases where the final decision does
not depend on the chosen combination rule.

Standard repartition of expert’s opinions is given by this table:

0| A|B C)
Expert1 |0 a; | by | 1—a1 —b
Expert 2 | 0| as | by | 1 —ag — by

The conjunctive rule gives:
me(0) = arbe + asby,

mC(A) =aj + a9 —ajas — arby — asby = a1 + a9 — ajay — mc((l)),
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mc(B) = by + by — b1by — a1by — asb; = by + by — b1by — mc((l)),
mc(@) == (1 —al — bl)(l — ag — bg)

PCR gives:
a%bg a%bl
ar+by  az+0by’

mpcor(A) = m(A) +

alb% agb%
ai+by  az+0bi’

mpCR(B) = m(B) =+

mpcr(0) =0 and mpor(©) = m.(O).
The stability of the decision is reached if we do not have:
me(A) > me(B) and mpor(A) < mpcr(B)

me(A) < me(B) and mpogr(A) > mper(B)

That means for all a1, as, by and by € [0,1]:

( a2+a1(1—a2)—b1(b2—1) —by >0
a1(1 —CLQ) + a9 ((1 + by (1 — MW)) — bl(l — bg)
—b2 <1+CL1 ((1 - m)) <0

ay + by € [0,1]
as + by € [0, 1]

ao —|—a1(1 — ag) — bl(bg — 1) —by <0
a1(1 — ag) + ao ((1 + bl (1 — m)) — b1(1 — bg)

2
—by <1+a1 ((1— m)) >0
ai + b € [071]

79

(2.25)

(2.26)

This system of inequalities is difficult to solve, but with the help of a Monte Carlo method,
considering the weights a1, as, b1 and bs, as uniform variables we can estimate the proportion

of points (ai, az, b1, be) solving this system.

We note that absence of solution in spaces where a1 + b1 > 1 or as + by > 1 comes from the
two last conditions of the system. Also there is no solution if a; = by (or az = by by symmetry)

and if a; = by (or ag = by by symmetry). This is proved analytically.

2.4.3.1 Case a; = b

In this situation, expert 1 considers that the data unit is equally filled with classes A and B:

0| A|B e
Expert1 |0 | x| x 1 -2z
Expert2 |0 |y | 2 |1—-y—=z
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Figure 2.2: Decision changes, projected on the plane aj, b;.

The conjunctive rule yields:
mc(m) = 2xy,

me(A) =2 +y— 22y —xz =2 —m:(0) +y(1 — ),
me(B) =z +y—zy— 222 =2 —m.0) + 2(1 — z),

me(©) =1—-2x —y— z+ 22y + 2xz.

Therefore, as 1 — z > 0:

me(A) > me(B) < y > z.

The PCR yields:
mpcr() =0

mpcr(A) =z —me(0) +y(1 — ) +

mpcr(B) =z —m.(0) + 2(1 —z) +

z2z xy?
r+z x+y
rz? 2y
r+z x4y’

mpcr(©) =1—-2x —y — 2+ 2zy + 2zx2.

So, we have:

(mpcer(A) +me(0) —z)(z +y)(z +2) =

y(1 —z)(z + 2)(z +y)
+ata(z +y) + yPa(e + 2)
y(@ +y)(z+2) +2%(z — y)
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(mper(B) +me(0) — z)(z +y)(z +2) = z(z + y)(x + 2) — 2°(z — y),

mpor(A) > mper(B) <= (y—2)((z +y)(z +y) — 22°) > 0.

As 0 < z < 3, we have 223 < 2% < (z +y)(z + 2). So mpcr(4) > mpcr(B) if and only if
y > 2.

That shows that the stability of the decision is reached if a; = by for all as and by € [0, 1]
or by symmetry if ay = by for all a; and b; € [0, 1].

2.4.3.2 Case a; = by

In this situation, expert 1 believes A and the expert 2 believes B with the same weight:

0| A|B (C]
Expert 1 |0 |z |y |1—2x—y
Expert2 | 0| z | x |1—2z—2

T T
*solsalka? +

Figure 2.3: Decision changes, projected on the plane ap, bs.

The conjunctive rule yields:
mc(m) =’ + Yz,

me(A) =2+ 2 — 22 —m(0) = —2* + 2(1 — 2) + 2(1 — y),
me(B) =z +y—xy —me(0) = —2° + 2(1 — y) + y(1 — 2),
me(0) =14+ me(0) — 22 —y — 2+ 2(y + 2).
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Therefore:
me(A) > me(B) <= (x—1)(y —z) >0,
asl—xz>0:
me(A) > me(B) <= y > z.
The PCR yields:
mpcor() =0,

3 2
x Yz
mpcr(d) = 4z — 2z —me(l) = —o* + ol —2) +2(1—y) + 5o+ T
3 2
mpor(B) =2 +y — oy —me(0) = =2+ 2(1 = y) + y(1 - 2) + — + -,
2v  y+=z

mpor(©) =1+ m(0) — 2z —y — 2+ 2(y + 2).
Therefore:
mpcr(A) > mper(B) <= (y—2)((z —1)(y +2) —yz) >0,
as (x—1) <0, (x—1)(y +2) —yz <0 and:
mpcr(A) > mper(B) <= y > z.

That shows that the stability of the decision is reached if a; = by for all ay and by € [0, 1] or by
symmetry if ag = by for all a1 and by € [0, 1].

2.4.3.3 Caseay=1—ay

We can notice that if a; + as > 1, no change occurs. In this situation, we have by + by < 1, but
calculus is still to be done.

In this situation, if as =1 — aq:

0 A B ©
Expert 1| 0 x y | l—z—y
Expert2 |0 | 1—2 | 2 T —z

The conjunctive rule yields:
me(0) = zz+ (1 - )y,

me(A) =1+2% -2 —y+ay —az,
me(B) =z —yz + xy — xz,
me(©) = —2 + .+ 22 — 2y +yz — 2.
Therefore:
me(A) > me(B) <= 1+a* —z>y+2—yz
= a(l—2)> (1-y)(1-2)

as z < x and z < 1 —y, m.(A) > m.(B) is always true.
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Figure 2.4: Decision changes, projected on the plane aj, as.

The PCR yields:
mpcr(9) =0,
22z (1—2)2%y
r+z l1l—x+y’

mpCR(A) = mc(A) +

rz? (1—2)y?

r+z l1—xz+vy’
mpCR(@) = mc(G)

mpcr(B) = mc(B) +

Therefore:
mpcr(A) > mpcr(B)

is always true.
Indeed m.(A) > m.(B) is always true and:

IL’QZ CCZ2

>
T+ z x+ 2

because x > z and:

(L-2)?%  (1-2)y*
l—z+y 1—-z+y
because 1 —z > y.

That shows that the stability of the decision is reached if ag = 1 —ay for all as and a; € [0, 1]
or by symmetry if a; = 1 — ay for all a1 and ay € [0, 1].
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2.5 Conclusion

In this chapter, we have proposed a study of the combination rules compared in term of decision.
A new generalized proportional conflict redistribution (PCR6) rule have been proposed and
discussed. We have presented the pro and con of this rule. The PCR6 rule is more intuitive
than the PCR5. We have shown on randomly generated data, that there is a difference of
decision following the choice of the combination rule (for the non-normalized conjunctive rule,
the mixed conjunctive and disjunction rule of Dubois and Prade, the PCR5 rule and the PCR6
rule). We have also proven, on a two experts and two classes case, the changes following the
values of the basic belief assignments. This difference can be very small in percentage and we
can not say on these data if it is a significant difference. We have conducted this comparison
on real data in the chapter [14].

All this discussion comes from a fine proportional conflict distribution initiated by the con-
sideration of the extension of the discernment space in D®. The generalized PCR6 rule can be
used on 2° or D®.
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2.7 Appendix: Algorithms

An input belief function e is an association of a list of focal classes and their masses. We write
size(e) the number of its focal classes. The focal classes are e[1], e[2], ..., e[size(e)]. The mass
associated to a class c is e(c), written with parenthesis.

The principle of the algorithms is to use the variable ind to build all the n-uples of focal
elements of the n input belief functions. Then, if the intersection of these is not () or equivalent
to ), the corresponding conjunctive mass (the product of all the masses of the focal elements
in the n-uple) is put on the intersection; otherwise, this mass is put on the disjunction (Dubois
and Prade algorithm) or redistributed over the input focal elements.

Algorithm 1: Conflict replaced on partial ignorance, by Dubois and Prade or DSmH

Data : n experts ex: ex[l]...ex[n]
Result : Fusion of ex by Dubois-Prade method : edp
fori =1ton do
| foreach c in ex[i] do Append c to cl[i];
foreach ind in [1, size(cl[1])] x [1, size(cl[2])] x ...x [1, size(cl[n])] do
s «— O;
for i = 1 ton do s — sNedlli][ind[i]];
if s = () then
lconf «— 1;
u — 0
for i = 1 ton do
u — pUcl[i][ind]i]];
L leconf — lconf x ex[i](cl[i][ind][i]]);
| edp(u) — edp(u) + lcon f;
else
lconf «— 1;
for i = 1 ton do lconf « lconf x ex[i](cl[i][ind[i]]);
| edp(s) < edp(s) + lconf;
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Algorithm 2: Conflict redistributed by the PRC5 combination rule

Data : n experts ex: ex[l]...ex[n]
Result : Fusion of ex by PCR5 method : ep
for i = 1 ton do

| foreach c in ex[i] do Append c to cl[i];

foreach ind in [1, size(cl[1])] x [1, size(cl[2])] x ...x [1, size(cl[n])] do

s «— O;
for i = 1 ton do s« sNdlfi]lind[i]];
if s = () then

lconf < 1; el is an empty expert;
for i = 1 ton do

leonf «— leonf x eali)(clli][indli));

if cl[i][ind[i]] in el then el(cl[i][ind[i]]) « el(cl[i][ind[i]]) * ex[i](cl[i][ind]i]]);

else el(clli][ind[i]]) — ex[i](cl[i][indli]]);

i
for ¢ in el do sum «— sum + el(c);
| for c inel do ep(c) < ep(c) + g(el(c)) * lconf/sum;

else

leonf «— 1;

for i = 1 ton do lconf «— lconf x ex[i|(cl[i][ind[i]]);
L ep(s) < ep(s) + leon f;

Algorithm 3: Conflict redistributed by the PRC6 combination rule

Data : n experts ex: ex[l]...ex[n]
Result : Fusion of ex by PCR6 method : e
for i = 1 ton do

| foreach c in ex[i] do Append ¢ to cl[il;

foreach ind in [1, size(cl[1])] x [1, size(cl[2])] x ...x [1, size(cl[n])] do

s+ O;
for i = 1 ton do s «— sNdlfi]lind[i]];
if s = () then

leconf «— 1; sum « 0;
fori = 1tondo

L lconf « lconf x ex[i|(cl[i][ind[i]]);

sum «— sum + ex[i] (cl[i][ind[i]));

fori = 1 ton do
| ep(ex[i][ind[i]]) < ep(ex[il[ind[]]) + ex[i](cl[i][ind[i]]) * lcon f /sum;

else
leonf «— 1;
for i = 1 tondo lconf «— leconf x ex[i](cl[i][ind[i]]);

L ep(s) — ep(s) + lconf;
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Algorithm 4: Conflict redistributed by the PRC6 combination rule, with a function f
applied on masses before redistribution

Data : n experts ex: ex[l]...ex[n]
Data : A non-decreasing positive function f
Result : Fusion of ex by PCR6; method : e
for i = 1 ton do

| foreach c in ex[i] do Append c to cl[i];

foreach ind in [1, size(cl[1])] x [1, size(cl[2])] x ...x [1, size(cl[n])] do

s «— O;
for i = 1 ton do s — snNedlli][ind[i]];
if s = () then

lconf «— 1; sum « O;
fori =1tondo
L leconf «— leconf x ex[i](cl[i][ind[i]]);
sum «— sum + f(ex[i](cl[i][ind[i]]));
fori =1 tondo
L ep(exlil[ind[i]]) — ep(ex[illind[i]]) + f(ex[i)(cl[i][ind[i]])) * lconf [ sum;

else

lconf «— 1;

for i = 1 ton do lconf «— lconf x ex[i|(cl[i][ind[i]]);
L ep(s) < ep(s) + lcon f;

Algorithm 5: Conflict redistributed by the PRC6 combination rule, with a function g
applied on masses sums

Data : n experts ex: ex[l]...ex[n]
Data : A non-decreasing positive function g
Result : Fusion of ex by PCR6, method : ep
fori =1ton do
| foreach c in ex[i] do Append c to cl[i];
foreach ind in [1, size(cl[1])] x [1, size(cl[2])] x ...x [1, size(cl[n])] do
s «— O;
for i = 1 ton do
| s« sndlillind[i]];
if s = () then
lconf < 1; el is an empty expert;
fori =1 tondo
leconf — lconf x ex[i](cl[i] [md[z]])
L el(clli][ind[il]) — el(clli][ind[i]]) + ex[i] (cI[é][ind]i]);
sum < 0;
for ¢ in el do sum «— sum + g(el(c));
| for c inel do ep(c) «— ep(c) + g(el(c)) * lconf /sum;

else

lconf «— 1;

for i = 1 ton do lconf «— lconf x ex[i|(cl[i][ind[i]]);
L ep(s) — ep(s) + leon f;
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Abstract:  Dempster’s rule, non-normalized conjunctive rule, Yager’s rule and
Dubois-Prade’s rule for belief functions combination are generalized to be applicable
to hyper-power sets according to the DSm theory. A comparison of the rules with
DSm rule of combination is presented. A series of examples is included.

3.1 Introduction

Belief functions are one of the widely used formalisms for uncertainty representation and pro-
cessing. Belief functions enable representation of incomplete and uncertain knowledge, belief
updating and combination of evidence. Belief functions were originally introduced as a principal
notion of Dempster-Shafer Theory (DST) or the Mathematical Theory of Evidence [13].

For a combination of beliefs Dempster’s rule of combination is used in DST. Under strict
probabilistic assumptions, its results are correct and probabilistically interpretable for any cou-
ple of belief functions. Nevertheless these assumptions are rarely fulfilled in real applications. It
is not uncommon to find examples where the assumptions are not fulfilled and where results of
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Dempster’s rule are counter-intuitive, e.g. see [1, 2, 14], thus a rule with more intuitive results
is required in such situations.

Hence, a series of modifications of Dempster’s rule were suggested and alternative approaches
were created. The classical ones are Dubois and Prade’s rule [9] and Yager’s rule of belief
combination [17]. Others include a wide class of weighted operators [12] and an analogous
idea proposed in [11], the Transferable Belief Model (TBM) using the so-called non-normalized
Dempster’s rule [16], disjunctive (or dual Dempster’s) rule of combination [4, 8], combination
‘per elements’ with its special case — minC combination, see [3], and other combination rules.
It is also necessary to mention the method for application of Dempster’s rule in the case of
partially reliable input beliefs [10].

A brand new approach performs the Dezert-Smarandache (or Dempster-Shafer modified)
theory (DSmT) with its DSm rule of combination. There are two main differences: 1) mutual
exclusivity of elements of a frame of discernment is not assumed in general; mathematically it
means that belief functions are not defined on the power set of the frame, but on a so-called
hyper-power set, i.e., on the Dedekind lattice defined by the frame; 2) a new combination
mechanism which overcomes problems with conflict among the combined beliefs and which also
enables a dynamic fusion of beliefs.

As the classical Shafer’s frame of discernment may be considered the special case of a so-
called hybrid DSm model, the DSm rule of combination is compared with the classic rules of
combination in the publications about DSmT [7, 14].

Unfortunately, none of the classical combination rules has been formally generalized to
hyper-power sets, thus their comparison with the DSm rule is not fully objective until now.

This chapter brings a formal generalization of the classical Dempster’s, non-normalized con-
junctive, Dubois-Prade’s, and Yager’s rules to hyper-power sets. These generalizations perform
a solid theoretical background for a serious objective comparison of the DSm rule with the
classical combination rules.

The classic definitions of Dempster’s, Dubois-Prade’s, and Yager’s combination rules are
briefly recalled in Section 3.2, basic notions of DSmT and its state which is used in this text
(Dedekind lattice, hyper-power set, DSm models, and DSmC and DSmH rules of belief combi-
nation) are recalled in Section 3.3.

A generalization of Dempster’s rule both in normalized and non-normalized versions is pre-
sented in Section 3.4, and a generalization of Yager’s rule in Section 3.5. Both these classic
rules are straightforwardly generalized as their ideas work on hyper-power sets simply without
any problem.

More interesting and more complicated is the case of Dubois-Prade’s rule. The nature of
this rule is closer to DSm rule, but on the other hand the generalized Dubois-Prade’s rule is
not compatible with a dynamic fusion in general. It works only for a dynamic fusion without
non-existential constraints, whereas a further extension of the generalized rule is necessary in
the case of a dynamic fusion with non-existential constraints.

Section 3.7 presents a brief comparison of the rules. There is a series of examples included.
All the generalized combination rules are applied to belief functions from examples from the
DSmT book Vol. 1 [14]. Some open problems for a future research are mentioned in Section 3.8
and the concluding Section 3.9 closes the chapter.
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3.2 Classic definitions

All the classic definitions assume an exhaustive finite frame of discernment © = {61, ...,0,},
whose elements are mutually exclusive.

A basic belief assignment (bba) is a mapping m : P(©) — [0, 1], such that ) ;o m(A) = 1,
the values of bba are called basic belief masses (bbm). The value m(A) is called the ba-
sic belief mass* (bbm) of A. A belief function (BF) is a mapping Bel : P(©) — [0,1],
bel(A) = > gxcam(X), belief function Bel uniquely corresponds to bba m and vice-versa.
P(0) is often denoted also by 2°. A focal element is a subset X of the frame of discernment
©, such that m(X) > 0. If a focal element is a one-element subset of ©, we are referring to a
singleton.

Let us start with the classic definition of Dempster’s rule. Dempster’s (conjunctive) rule of
combination @ is given as (m1 ® m2)(A) = Y xyceo xny—=a Kmi(X)ma(Y) for A # (), where
K = L, with k = Yoxvyce xny=p M1 (X)ma(Y), and (m1 @& m2)(0) = 0, see [13]; putting
K =1 and (m1 & m2)(0) = k we obtain the non-normalized conjunctive rule of combination @,

see e. g. [16].

Yager’s rule of combination ®, see [17], is given as
(m1®m2)(A) = X x yco, xny—am1(X)ma(Y) for § # A C O,
(m1®my)(0) = m1(0)ma(0) + X x yco, xny=p M1 (X)ma(Y),
and (mi;®mg)(0) = 0;

Dubois-Prade’s rule of combination @ is given as

(m1@mg2)(A) = X xyco, xay—am(X)m2(Y) + > x yco, xnyv=o,xuy—a m1(X)ma(Y) for  #
A C 0O, and (m1@ms)(0) = 0, see [9].

3.3 Introduction to the DSm theory

Because DSmT is a new theory which is in permanent dynamic evolution, we have to note that
this text is related to its state described by formulas and text presented in the basic publication
on DSmT — in the DSmT book Vol. 1 [14]. Rapid development of the theory is demonstrated
by appearing of the current second volume of the book. For new advances of DSmT see other
chapters of this volume.

3.3.1 Dedekind lattice, basic DSm notions

Dempster-Shafer modified Theory or Dezert-Smarandache Theory (DSmT) by J. Dezert and
F. Smarandache [7, 14] allows mutually overlapping elements of a frame of discernment. Thus,
a frame of discernment is a finite exhaustive set of elements © = {61,602, ...,60, }, but not nec-
essarily exclusive in DSmT. As an example, we can introduce a three-element set of colours
{Red, Green, Blue} from the DSmT homepage?. DSmT allows that an object can have 2 or 3

Ym (D) = 0 is often assumed in accordance with Shafer’s definition [13]. A classical counter example is Smets’

Transferable Belief Model (TBM) which admits positive m(0) as it assumes m(@) > 0.
Zwww.gallup.unm.edu/~smarandache/DSmT.htm
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colours at the same time: e.g. it can be both red and blue, or red and green and blue in the
same time, it corresponds to a composition of the colours from the 3 basic ones.

DSmT uses basic belief assignments and belief functions defined analogically to the classic
Dempster-Shafer theory (DST), but they are defined on a so-called hyper-power set or Dedekind
lattice instead of the classic power set of the frame of discernment. To be distinguished from
the classic definitions, they are called generalized basic belief assignments and generalized basic
belief functions.

The Dedekind lattice, more frequently called hyper-power set D® in DSmT, is defined as the
set of all composite propositions built from elements of ® with union and intersection operators
U and N such that 0, 61,605, ...,0,, € D®, and if A, B € D® then also AUB € D® and ANB € D°,
no other elements belong to D® (6; N 6; # 0 in general, §; N 6; = 0 iff 6; = 0 or 6; = ).

Thus the hyper-power set D® of © is closed to U and N and 6; N 0; # 0 in general. Whereas
the classic power set 2© of © is closed to U, N and complement, and 6; N 6; = 0 for every i # j.

Examples of hyper-power sets. Let © = {61,605}, we have D® = {6, N 6s,01,04,0, Uy},
ie. |[D®| = 5. Let © = {01,60,05} now, we have D® = {ag, 1, ...c15}, where ag = 0, a1 =
01NO:N0O3,c00 =01 N0Oy,a3 =01 NbO3,...,a17 = O3 Ub3,a08 = 01 Uby Ub3, ie., |D9| = 19 for
O] = 3.

A generalized basic belief assignment (gbba) m is a mapping m : D® — [0, 1], such that
> acpe m(A) =1 and m(0) = 0. The quantity m(A) is called the generalized basic belief mass
(gbbm) of A. A generalized belief function (¢BF) Bel is a mapping Bel : D® — [0, 1], such that
Bel(A) = > xca xepe m(X), generalized belief function Bel uniquely corresponds to ghba m
and vice-versa.

3.3.2 DSm models

If we assume a Dedekind lattice (hyper-power set) according to the above definition without
any other assumptions, i.e., all elements of an exhaustive frame of discernment can mutually
overlap themselves, we refer to the free DSm model M7 (©), i.e., about the DSm model free of
constraints.

In general it is possible to add exclusivity or non-existential constraints into DSm models,
we speak about hybrid DSm models in such cases.

An exclusivity constraint 61 N 05 ) says that elements 6; and 0y are mutually exclusive

in model M7, whereas both of them can overlap with 63. If we assume exclusivity constraints

0,N 0,72 0, 0,n05 72 0, 0,005 2 0, another exclusivity constraint directly follows

them: 61 Ny N 63 2> (). In this case all the elements of the 3-element frame of discernment
© = {01,0,05} are mutually exclusive as in the classic Dempster-Shafer theory, and we call

such hybrid DSm model as Shafer’s model M°(0).

A non-existential constraint 63 ‘= () brings additional information about a frame of dis-

cernment saying that 03 is impossible; it forces all the gbbm’s of X C 3 to be equal to zero
for any gbba in model Mj3. It represents a sure meta-information with respect to generalized
belief combination which is used in a dynamic fusion.

In a degenerated case of the degenerated DSm model My (vacuous DSm model in [14]) we
always have m(0)) = 1, m(X) = 0 for X # (). It is the only case where m(f)) > 0 is allowed in
DSmT.
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The total ignorance on O is the union I; = 01 U U ... U0,. O = {@r, 0}, where @y is the
set of all elements of D® which are forced to be empty through the constraints of the model M
and () is the classical empty set?.

For a given DSm model we can define (in addition to [14]) O = {60:6; € ©,0; & O},

O U ©, and Iy = Up,co ,, 0> i-e- Im U I, Ivg = LN Oy, I, = 0. D®M is a hyper-power
set on the DSm frame of discernment © p4, i.e., on © without elements which are excluded by
the constraints of model M. It holds © = ©, DM = D®and Iy = I; for any DSm model
without non-existential constraint. Whereas reduced (or constrained) hyper-power set D (or
D®(M)) from Chapter 4 in [14] arises from D® by identifying of all M-equivalent elements.
D/(?AO corresponds to classic power set 2°.

3.3.3 The DSm rules of combination

The classic DSm rule DSmC is defined on the free DSm models as it follows?*:

mpse)(A4) = (m1@m2)(A4) = 3 x yepe, xny—a M1 (X)ma(Y).

Since D® is closed under operators N and U and all the Ns are non-empty, the classic DSm
rule guarantees that (m;@msg) is a proper generalized basic belief assignment. The rule is
commutative and associative. For n-ary version of the rule see [14].

When the free DSm model M/ (©) does not hold due to the nature of the problem under
consideration, which requires us to take into account some known integrity constraints, one has
to work with a proper hybrid DSm model M(©) # M/ (0). In such a case, the hybrid DSm
rule of combination DSmH based on the hybrid model M(0), Mf(©) # M(0) # My(©), for
k > 2 independent sources of information is defined as: myq@)(A4) = (M1@ma®...@my)(A) =
d(A)[S1(A) + S2(A) + S3(A)], where ¢(A) is a characteristic non-emptiness function of a set A,
i.e ¢(A)=1if A¢ 0 and ¢(A) = 0 otherwise. S1 = m sy, S2(4), and S3(A) are defined
for two sources (for n-ary versions see [14]) as it follows:

S1(4) = Xox vepe, xny=am1(X)m2(Y),

92(A) = Xxve 0, w=apviwe 0)aa=r) 1 (X)m2(Y),

S3(A) = Yoxyepe, xuy=a, xnve oM (X)m2(Y) with U = u(X) Uu(Y), where u(X) is the
union of all singletons 6; that compose X and Y'; all the sets A, X,Y are supposed to be in
some canonical form, e.g. CNF. Unfortunately no mention about the canonical form is included
in [14]. S1(A) corresponds to the classic DSm rule on the free DSm model M7 (0); Sy(A)
represents the mass of all relatively and absolutely empty sets in both the input gbba’s, which
arises due to non-existential constraints and is transferred to the total or relative ignorance;
and S3(A) transfers the sum of masses of relatively and absolutely empty sets, which arise as
conflicts of the input gbba’s, to the non-empty union of input sets®.

On the degenerated DSm model My it must be mpy, (0) = 1 and maq, (A) = 0 for A # (.

The hybrid DSm rule generalizes the classic DSm rule to be applicable to any DSm model.
The hybrid DSm rule is commutative but not associative. It is the reason the n-ary version

30 should be @ extended with the classical empty set @), thus more correct should be the expression
0= 0rU{0}

4To distinguish the DSm rule from Dempster’s rule, we use @ instead of @ for the DSm rule in this text.

®As a given DSm model M is used a final compression step must be applied, see Chapter 4 in [14], which
is part of Step 2 of the hybrid DSm combination mechanism and ”consists in gathering (summing) all masses
corresponding to same proposition because of the constraints of the model”. IL.e., gbba’s of M-equivalent elements
of D® are summed. Hence the final gbba m is computed as m(A) = 3 y_ , maq(e)(X); it is defined on the reduced
hyper-power set D$.



94 A GENERALIZATION OF THE CLASSIC FUSION RULES

of the rule should be used in practical applications. For the n-ary version of S;(A), see [14].
For easier comparison with generalizations of the classic rules of combination we suppose all
formulas in CNF, thus we can include the compression step into formulas S;(A) as it follows®:

S1(A) = Xox=a, xepe Mmi(©)(X) = Lxry=a, x,yepe mi(X)ma(Y) for ) # A e DSy,

S2(A) = XX ve O, =AU Drn(A=ir)) M1 (X)ma(Y) for 0 # A € DY,
S3(4) = Xoxvepe, (xuv)=a, xave 0,,) M (X)m2(Y) for 0 # A e D%y,
Si(A) =0 for A=0, and for A ¢ DY, (where U is as it is above).

We can further rewrite the DSmH rule to the following equivalent form:

mpe)(A4) = (mi@m2)(A4) = > x yepe, xny=am1(X)ma(Y) +
DoX,Ye Dpp, UUn=ANV[UE Bron(A=Tr) M1 (X)m2(Y) +

Y X ¥eDo, xuy—a xnve 0y M1 (X)ma(Y) for all ) # A € DY,
mM(@)(@) =0 and mye)(A) =0 for A€ (De\D/(?A).

3.4 A generalization of Dempster’s rule

Let us assume all elements X from D® to be in CNF in the rest of this contribution, unless
another form of X is explicitly specified. With X =Y we mean that the formulas X and Y have

the same CNF. With X =Y (X 4 Y) we mean that the formulas X and Y are equivalent in
DSm model M, i.e. their DNF's are the same up to unions with some constrained conjunctions
of elements of O.

Let us also assume non-degenerated hybrid DSm models, i.e., O # 0, Ipg & Oprq. Let
us denote @ = Qg U {0}, i.e. set of set of all elements of D® which are forced to be empty
trough the constraints of DSm model M extended with classic empty set ), hence we can write

X e Oum forall@;éXAE/l(Z)orXE (Z)forallXAE/l(Z)including(Z).

The classic Dempster’s rule puts belief mass m(X)ma(Y) to X NY (the rule adds it to
(m1@®m2)(XNY)) whenever it is non-empty, otherwise the mass is normalized. In the free DSm
model all the intersections of non-empty elements are always non-empty, thus no normalization
is necessary and Dempster’s rule generalized to the free DSm model M/ (0©) coincides with
the classic DSm rule:  (m1 @ m2)(A) = Y xyepo xny=a M1 (X)m2(Y) = (mi@m2)(A) =
mqro)(A). It follows the fact that the classic DSm rule (DSmC rule) is in fact the conjunctive
combination rule generalized to the free DSm model. Hence, Dempster’s rule generalized to the
free DSm model is defined for any couple of belief functions.

Empty intersections can appear in a general hybrid model M due to the model’s constraints,
thus positive gbbm’s of constrained elements (i.e equivalent to empty set) can appear, hence

the normalization should be used to meet the DSm assumption m(X) = 0 for X 4 0. If we
sum together all the gbbm’s m f(@)(X ) which are assigned to constrained elements of the

SWe can further simplify the formulas for DSmH rule by using a special canonical form related to the used
hybrid DSm model, e.g. CNFm(X) = Xa € DSy such that CNF(X) = Xaq. Thus all subexpressions '= A’
can be replaced with '= A’ in the definitions of S;(A) and ’S;(4) = 0 for A € DS’ can be removed from the
definition. Hence we obtain a similar form to that published in DSmT book Vol. 1:

S1(A) = X xay=a, x,yepe m1(X)ma(Y),
S2(A) = 2 x ve 0p, u=aviwe Opona=1,) 1 (X)m2(Y)

S3(A) = ZX,YED@, XUY=A, XnY€E Oy m1(X)ma(Y).
Hence all the necessary assumptions of the definitions of S;(A) have been formalized.
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M
hyper-power set (X € ©, X = ()) and assign the resulting sum to m(0)) (or more precisely

to maq(0)), we obtain the non-normalized generalized conjunctive rule of combination. If we
redistribute this sum of gbbm’s among non-constrained elements of D® using normalization as
it is used in the classic Dempster’s rule, we obtain the generalized Dempster’s rule which meets
DSm assumption m(@)) = 0.

3.4.1 The generalized non-normalized conjunctive rule

The generalized non-normalized conjunctive rule of combination © is given as
(m1@m2)(A) = > xyepe, xny=a M1 (X)ma(Y) for 0 # A € DY,
(m1@m2)(0) = X x yepe, xnye g m1(X)ma(Y),

and (m1@my)(A4) =0 for A ¢ DS,.

We can easily rewrite it as

(m1@ma)(A) = > my(X)ma(Y)

X,YEeD®, XnY=A

for A € D, (0 including), (m1@ms)(A) =0 for A & DY,.

Similarly to the classic case of the non-normalized conjunctive rule, its generalized version is
defined for any couple of generalized belief functions. But we have to keep in mind that positive
gbbm of the classic empty set (m((})) > 0) is not allowed in DSmT".

3.4.2 The generalized Dempster’s rule
To eliminate positive gbbm’s of empty set we have to relocate or redistribute gbbm’s m s () (X)

for all X = (). The normalization of ghbm’s of non-constrained elements of D® is used in the
case of the Dempster’s rule.

The generalized Dempster’s rule of combination & is given as

(m1 @ ms)(A) = > Kmi(X)ms(Y)
X,YeD® XNY=A

for ) # A € DY,, where K = -1 = > xyepe xnye g M1(X)ma(Y), and (m1 & ma)(A4) =0

1-k>
otherwise, i.e., for A= () and for A ¢ DY,.

Similarly to the classic case, the generalized Dempster’s rule is not defined in fully contra-
dictive cases® in hybrid DSm models, i.e. whenever x = 1. Specially the generalized Dempster’s
rule is not defined (and it cannot be defined) on the degenerated DSm model M.

To be easily comparable with the DSm rule, we can rewrite the definition of the generalized
Dempster’s rule to the following equivalent form: (mj@®ms)(A) = ¢(A)[ST (A)+S5 (A)+S5 (A)],

"The examples, which compare DSmH rule with the classic combination rules in Chapter 1 of DSmT book
Vol. 1. [14], include also the non-normalized conjunctive rule (called Smets’ rule there). To be able to correctly
compare all that rules on the generalized level in Section 3.7 of this chapter, we present, here, also a generalization
of the non-normalized conjunctive rule, which does not respect the DSm assumption m(@) = 0.

8Note that in a static combination it means a full conflict/contradiction between input BF’s. Whereas in
the case of a dynamic combination it could be also a full conflict between mutually non-conflicting or partially
conflicting input BF’s and constraints of a used hybrid DSm model. E.g. mi1(61 U 62) = 1, ma(f2 U 03) = 1,
where 6> is constrained in a used hybrid model.
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where ¢(A) is a characteristic non-emptiness function of a set A, i. e. ¢p(A) =11if A ¢ @ and
¢(A) = 0 otherwise, S7’(A), ST (A), and S5 (A) are defined by
SY(A) = 51(4) = Xx yepe, xny=am(X)ma(Y),

D(A) = S1(4)
SQ (A) - ZZED@)lzgmsl(z) ZX,YE D rgma (X)ma(Y)s

S1(A
S3(4) = ZZGDG‘l;g)@ 51(2) ZX,YeD@, Xuye¢ 0, Xnye 0y m(X)ma(Y).
For proofs see Appendix 3.11.1.

SP(A) corresponds to a non-conflicting belief mass, S§(A) includes all classic conflicting
masses and the cases where one of X, Y is excluded by a non-existential constraint, and Sga (A)
corresponds to the cases where both X and Y are excluded by (a) non-existential constraint(s).

It is easy verify that the generalized Dempster’s rule coincides with the classic one on Shafer’s
model MY, see Appendix 3.11.1. Hence, the above definition of the generalized Dempster’s rule
is really a generalization of the classic Dempster’s rule. Similarly, we can notice that the rule
works also on the free DSm model M/ and its results coincide with those by DSmC rule. We
can define n-ary version of the generalized Dempster’s rule, analogically to n-ary versions of
DSm rules, but because of its associativity it is not necessary in the case of the Dempster’s rule.

3.5 A generalization of Yager’s rule

The classic Yager’s rule puts belief mass mi(X)ma(Y) to X N'Y whenever it is non-empty,
otherwise the mass is added to m(©). As all the intersections are non-empty in the free DSm
model, nothing should be added to m;(0©)m2(0O) and Yager’s rule generalized to the free DSm
model M7 (©) also coincides with the classic DSm rule.

(m1®my)(A) = > m1(X)ma(Y) = (m1@my)(A).
X,YeD® XNy =A

The generalized Yager’s rule of combination ® for a general hybrid DSm model M is given as

(m1®my)(A) = > mi1(X)ma(Y)
X,YeD® XNY=A

for Ag¢ 0, Op # A€ DY,

(mOm)(Or) = 3. mi(X)ma(V)+ > m(X)ma(Y)

X,YyeD® X,yeD®
XNY=e Xnye 0y

and (m1®ms)(A) = 0 otherwise, i.e. for A € @ and for A € (D®\ DY)).

It is obvious that the generalized Yager’s rule of combination is defined for any couple of
belief functions which are defined on hyper-power set D®.

To be easily comparable with the DSm rule, we can rewrite the definition of the generalized
Yager’s rule to an equivalent form: (m;®ms)(A) = qb(A)[S?(A) + 52®(A) + S?(A)], where
S?(A), SSD(A), and S?(A) are defined by:

SP(A) = S51(4) = S m(X)ma(Y)
X,YeD® XnNY=A
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SPOM) = > mi(X)ma(Y)

X,Ye @M
SP(A) =0 for A +# O

SPOM) = > mi(X)ma(Y)
X,YeD®,
Xuy¢ 0,
xXnye 0

SPO(A) =0 for A+ 0.
For proofs see Appendix 3.11.2.

Analogically to the case of the generalized Dempster’s rule, S? (A) corresponds to non-
conflicting belief mass, S?(A) includes all classic conflicting masses and the cases where one
of X,Y is excluded by a non-existential constraint, and 52® (A) corresponds to the cases where
both X and Y are excluded by (a) non-existential constraint(s).

It is easy to verify that the generalized Yager’s rule coincides with the classic one on Shafer’s
model M. Hence the definition of the generalized Yager’s rule is really a generalization of the
classic Yager’s rule, see Appendix 3.11.2.

Analogically to the generalized Dempster’s rule, we can observe that the formulas for the
generalized Yager’s rule work also on the free DSm model and that their results really coincide
with those by DSmC rule. If we admit also the degenerated (vacuous) DSm model My, i.e.,
O, = 0, it is enough to modify conditions for (m;®msy)(A) = 0, so that it holds for O #
A€ 0 and for A € (D®\DY,). Then the generalized Yager’s rule works also on Mp; and
because of the fact that there is the only bba my(0) = 1, my(X) = 0 for any X # 0 on My,
the generalized Yager’s rule coincides with the DSmH rule there.

3.6 A generalization of Dubois-Prade’s rule

The classic Dubois-Prade’s rule puts belief mass m;(X)ma(Y) to X N'Y whenever it is non-
empty, otherwise the mass mj(X)m2(Y) is added to X UY which is always non-empty in the
DST.

In the free DSm model all the intersections of non-empty elements are always non-empty,
thus nothing to be added to unions and Dubois-Prade’s rule generalized to the free model
M7 (©) also coincides with the classic DSm rule

(m1@ms)(A) = > m1(X)ma(Y) = (m1@ms)(A).
X,YeEDO, XNY=A

In the case of a static fusion, only exclusivity constraints are used, thus all the unions of
X; € D°, X ¢ @ are also out of @. Thus we can easily generalize Dubois-Prade’s rule as
(mi@ms)(A) = > x vepe xny=am(X)ma(Y) + 3 x yepe xavep, xuy=am1(X)mz(Y) for
0 # A€ DY, and (mi1@ms)(A) = 0 otherwise, i.e., for A= 0 or A ¢ DY,.

The situation is more complicated in the case of a dynamic fusion, where non-existential
constraints are used. There are several sub-cases how X NY € 0 arises.
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There is no problem if both X, Y are out of 0, because their union X UY ¢ (. Similarly
if at the least one of X,Y is out of @ then their union is also out of (.

On the other hand if both X,Y are excluded by a non-existential constraint or if they
are subsets of elements of D® excluded by non-existential constraints then their union is also
excluded by the constraints and the idea of Dubois-Prade’s rule is not sufficient to solve this
case. Thus the generalized Dubois-Prade rule should be extended to cover also such cases.

Let us start with a simple solutions. As there is absolutely no reason to prefer any of non-
constrained elements of D®, the mass m1(X)ms(Y) should be either normalized as in Demp-
ster’s rule or added to m(© ) as in Yager’s rule. Another option — division of m;(X)ma(Y’) to
k same parts — does not keep a nature of beliefs represented by input belief functions. Because
m1(X)ms(Y) is always assigned to subsets of X,Y in the case of intersection or to supersets of
X,Y in the case of union, addition of m;(X)ma(Y') to m(©) is closer to Dubois-Prade’s rule
nature as X,Y C ©. Whereas the normalization assigns parts of mj(X)ma(Y') also to sets
which can be disjoint with both of X, Y.

To find a more sophisticated solution, we have to turn our attention to the other cases, where
XNY,XUY € 0, and where a simple application of the idea of Dubois-Prade’s rule also does not
work. Let us assume a fixed hybrid DSm model M(©) now. Let us further assume that neither
X nor Y is a part of a set of elements which are excluded with a non-existential constraint, i.e.,
X UY & |JZ; where Z;s are excluded by a non-existential constraint?. Let us transfer both X
and Y into disjunctive normal form (a union of intersections / a disjunction of conjunctions).
Thus, X UY is also in disjunctive form (DNF we obtain by simple elimination of repeating
conjuncts/intersections) and at the least one of the conjuncts, let say W = 014, N 02y, N ... N Oy,
contains 6, non-equivalent to empty set in the given DSm model M(©). Thus it holds that
010 Uboy U...Ubjy, & (. Hence we can assign belief masses to 01, U0y, U...U 0. or to some of
its supersets. This idea fully corresponds to Dubois-Prade’s rule as the empty intersections are
substituted with unions. As we cannot prefer any of the conjuncts — we have to substitute Ns
with Us in all conjuncts of the disjunctive normal form of X UY — we obtain a union Uxyy
of elements of ©. The union Uxyy includes 6;,,; thus it is not equivalent to the empty set and
we can assign m1(X)ma(Y) to Uxuy NIy ¢ 0 10

Thus we can now formulate a definition of the generalized Dubois-Prade rule. We can distin-
guish three cases of input generalized belief functions: (i) all inputs satisfy all the constraints of
a hybrid DSm model M(©) which is used (a static belief combination), (ii) inputs do not satisfy
the constraints of M(O) (a dynamic belief combination), but no non-existential constraint is
used, (iii) completely general inputs which do not satisfy the constraints, and non-existential
constraints are allowed (a more general dynamic combination). According to these three cases,
we can formulate three variants of the generalized Dubois-Prade rule.

9Hence X UY has had to be excluded by dynamically added exclusivity constraints, e.g. X =61 N2, ¥ =
f2NBsNBs XUY = (01 NO2)U(A2N03N0s), and all 61,02, 05,604 are forced to be exclusive by added exclusivity
constraints, thus X NY, X UY € Q.

10We obtain (61 U 62 U3 U6Os) N I in the example from the previous footnote.
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The simple generalized Dubois-Prade rule of combination @ is given as'!

(miemy)(A) = Y mi(X) ma(Y) + D mi(X) ma(Y)

XNY=A XNnYedp
XUY=A

for ) # A € DY, and (m1@m3)(A) =0 otherwise, i.e., for A= () and for A € (D®\ DY,).
The generalized Dubois-Prade rule of combination @ is given as

(mimy)(A) = Y mi(X)ma(Y)+ > mi(X)ma(Y)+ Y mi(X)ma(Y)
A=A A e 2

for ) # A € D%, and
(m1@ms)(A) = 0 otherwise, ie., for A=) and for A € (D®\ DY),

where Uxyy is disjunctive normal form of X UY with all Ns substituted with Us.

The extended generalized Dubois-Prade rule of combination @ is given as

(mi@mg)(A) = Y mi(X) ma(Y) + D ma(X) ma(Y)

XNY=A XNYeb
XUY=A

+ > ma(X) ma(Y)

Xuy e
Uxyy=4
for ) #£ A # Oy, AED%,
(mi@m2)(Opa) = D ma(X) ma(Y) + > mi(X) ma(Y)
XNY =0 xXnye 0,

XUY=0 g

+> 0 X)) ma(Y) + ) ma(X) ma(Y),

Xuye 0y Uxuy€ 0
Uxuy=9m

and
(ml@mz) (A) =0

otherwise, i.e., for A € @ and for A € (D®\ DY),

where Uxyy is disjunctive normal form of X UY with all Ns substituted with Us.

In the case (i) there are positive belief masses assigned only to the X; € D® such that
X ¢ 0, hence the simple generalized Dubois-Prade rule, which ignores all the belief masses
assigned to Y € 0, may be used. The rule is defined for any couple of BF’s which satisfy the
constraints.

11 We present here 3 variants of the generalized Dubois-Prade rule, formulas for all of them include several
summations over X,Y € D®, where X,Y are more specified with other conditions. To simplify the formulas in
order to increase their readability, we do not repeat the common condition X,Y € D® in sums in all the following
formulas for the generalized Dubois-Prade rule.
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In the case (ii) there are no Uxyy € @, hence the generalized Dubois-Prade rule, which
ignores multiples of belief masses mq(X)mso(Y), where Uxy € 0, may be used.

In the case (iii) the extended generalized Dubois-Prade rule must be used, this rule can
handle all the belief masses in any DSm model, see 1a) in Appendix 3.11.3.

It is easy to verify that the generalized Dubois-Prade rule coincides with the classic one in
Shafer’s model M?, see 2) in Appendix 3.11.3.

The classic Dubois-Prade rule is not associative, neither the generalized one is. Similarly to
the DSm approach we can easily rewrite the definitions of the (generalized) Dubois-Prade rule
for a combination of k sources.

Analogically to the generalized Yager’s rule, the formulas for the generalized Dubois-Prade’s
rule work also on the free DSm model M/ and their results coincide with those of DSmC rules
there, see 1b) in Appendix 3.11.3. If we admit also the degenerated (vacuous) DSm model My,
ie., ©Op, = 0, it is enough again to modify conditions for (mi@mgy)(A) = 0, so that it holds
for Opr # A € 0 and for A € (D \ DY,). Then the extended generalized Dubois-Prade’s rule
works also on My and it trivially coincides with DSmH rule there.

To be easily comparable with the DSm rule, we can rewrite the definitions of the generalized
Dubois-Prade rules to an equivalent form similar to that of DSm:

the generalized Dubois-Prade rule:

(m1@ma)(A) = p(A)[SP(A) + ST (A) + S$(4)]

where
SP(A) =Si(A) = > m(X)ma(Y),
X,YeD® XNYy=A
SP(A)= Y m(X)ma(Y),
X, YEDp, Uxuy =A
SP(A)= > my(X)ma(Y).

X,YeD® XNY ey, (XUY)=A
the simple generalized Dubois-Prade rule:
(m1@ma)(A) = G(A)[ST”(A) + 557 (A)

where Sf@(A), S?(A) as above;
the extended generalized Dubois-Prade rule:

(m1@ma)(A) = $(A)[SP(A) + SP(A) + ST (A)]
where Si@(A), S?(A) as above, and

SP(4) = 3 m1(X)ma(Y).

X,YG@M, [UXUyEA}\/[UXUyéw/\AieM}

For a proof of equivalence see 3) in Appendix 3.11.3.
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Functions Si@,Sé@ ,S? have interpretations analogical to SZ-EB and SZ@ for & and ®. Sé@ is
principal for distinguishing of the variants of the Dubois-Prade rule. In the case (i) no positive
belief masses are assigned to X € 0 thus Sé@(A) = 0, in the case (ii) Sé@(A) sums m1 (X)ma(Y)
only for Uxy = A, whereas in the case (iii) also Uxuy € @Oaq must be included.

In general, some 6;s can repeat several times in Uxyy, they are eliminated in DNF. Hence we
obtain a union of elements of ® which are contained in X, Y. Let us note that this union Ux_y
of elements of © coincides with & = u(X) U u(Y’), more precisely Uxyy N In coincides with
UNTp =u(X)Uu(Y)N I Thus the generalized Dubois-Prade rule gives the same results as
the hybrid DSmH rule does. Let us further note that the extension of Dubois-Prade’s rule, i.e.
addition of m(X)ma(Y) to m(Oa) for X, Y € @py also coincides with the computation with
the DSmH rule in the case, where i/ € (). Hence, the extended generalized Dubois-Prade
rule is fully equivalent to the DSmH rule.

3.7 A comparison of the rules

As there are no conflicts in the free DSm model M7 (©) all the presented rules coincide in the
free DSm model M/ (©). Thus the following statement holds:

Statement 1. Dempster’s rule, the non-normalized conjunctive rule, Yager’s rule, Dubois-
Prade’s rule, the hybrid DSmH rule, and the classic DSmC rule are all mutually equivalent in
the free DSm model M/ (©).

Similarly the classic Dubois-Prade rule is equivalent to the DSm rule for Shafer’s model. But
in general all the generalized rules ®, ®, @, and DSm rule are different. A very slight difference
comes in the case of Dubois-Prade’s rule and the DSm rule. A difference appears only in the
case of a dynamic fusion where some belief masses of both (of all in an n-ary case) source
generalized basic belief assignments are equivalent to the empty set (i.e. mq(X),ma(Y) € O
or m;(X;) € @a). The generalized Dubois-Prade rule is not defined and it must be extended
by adding mi(X)ma(Y) or II; m;(X;) to m(©O ) in this case. The generalized Dubois-Prade
rule coincides with the DSm rule in all other situations, i.e., whenever all input beliefs fit the
DSm model, which is used, and whenever we work with a DSm model without non-existential
constraints, see the previous section. We can summarize it as it follows:

Statement 2. (i) If a hybrid DSm model M(©) does not include any non-ezistential constraint
or if all the input belief functions satisfy all the constraints of M(©), then the generalized Dubois-
Prade rule is equivalent to the DSm rule in the model M(©). (ii) The generalized Dubois-Prade
rule extended with addition of mi(X)ma(Y') (or II; m;(X;) in an n-ary case) to m(Onq) for
X, Y € O (or for X; € Opaq in an n-ary case) is fully equivalent to the hybrid DSmH rule on
any hybrid DSm model.

3.7.1 Examples

Let us present examples from Chapter 1 from DSm book 1 [14] for an illustration of the com-
parison of the generalized rules with the hybrid DSm rule.

Example 1. The first example is defined on © = {61,603} as Shafer’s DSm model M with
the additional constraint 5 = 0, i.e. 81 N6y = O3 = () in DSm model M, and subsequently
X=Y=0forall X C#H N Y C#3. We assume two independent source belief assignments
mq, ma, see Table 3.1.
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M7 DSmC My DSmH P © ® @
D® mi mo mpsmc D.?/ll MDSmH mg me | Me | M@
01 N6 N0 0 0 0 0
61 N6 0 0 0.21 0
61 N6 0 0 0.13 0
02N 63 0 0 0.14 0
01N (92 U 93) 0 0 0 0
0 N (91 U 93) 0 0 0 0
03N (91 U 92) 0 0 0.11 0
0 0 0 0 0
04 0.10 | 0.50 0.21 04 0.34 |/0.600| 0.21 | 0.21 | 0.34
0 0.40 | 0.10 0.11 02 0.25 ||0.314| 0.11 | 0.11 | 0.25
03 0.20 | 0.30 || 0.06 0
06, 0 0 0 01 0 0 0 0 0
00, 0 0 0 0 0 0 0 0 0
065 0 0 0 0
0, U 0By 0.30 | 0.10 || 0.03 | 61 UBby | 0.41 | 0.086| 0.03 | 0.68 | 0.41
0, U O3 0 0 0 01 0 0 0 0 0
05 U O3 0 0 0 0 0 0 0 0 0
01 U6y U O5 0 0 0 01 U 09 0 0 0 0 0
| 0 [ ] | 0] | 065 [ |

Table 3.1: Example 1 — combination of gbba’s m1, mo with the DSm rules DSmC, DSmH, and
with the generalized rules &, ©, ®, @ on hybrid DSm model M.

A description of Table 3.1. As DSm theory admits general source basic belief assignments
defined on the free DSm model M7, all elements of D® are presented in the first column of the
table. We use the following abbreviations for 4 elements of D®: O for (6; N 6y) U (6; N 63) U
(92 N 93) = (91 U 92) N (91 U 93) N (92 U 93), 06, for 6; U (92 N 93) = (91 U 92) N (91 U 93), 065 for
0 U (01 N03), and 003 for 03U (61 Nb2). Thus O is not any operator here, but just a symbol for
abbreviation; it has its origin in the papers about minC combination [3, 5, 6], see also Chapter
10 in DSm book Vol. 1 [14].

Source gbba’s mi, my follow in the second and the third column. The central part of the
table contains results of DSm combination of the beliefs: the result obtained with DSmC rule,
i.e. resulting gbba mpgmc, is in the 4th column and the result obtained with DSmH is in the
6th column. Column 5 shows equivalence of elements of the free DSm model M/ to those of
the assumed hybrid DSm model M. Finally, the right part of the table displays the results of
combination of the source gbba’s with the generalized combination rules (with the generalized
Dempster’s rule & in the 7-th column, with the generalized non-normalized Dempster’s rule ©
in column 8, etc.). The resulting values are always cumulated, thus the value for m(6;) is only
in the row corresponding to 61, whereas all the other rows corresponding to sets equivalent to
01 contain 0Os. Similarly, all the fields corresponding to empty set are blank with the exception
that for mg(0), i.e. the only one where positive m(0) is allowed. The same structure of the
table is used also in the following examples.
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FEzxzample 2. Le us assume, now, two independent sources my,mso over 4-element frame © =
{61,605, 03,04}, where Shafer’s model M" holds, see Table 3.2.

M7 DSmC MO DSmH || @ @) ® @
D® mi mao mpsmc D/Q\/lo mpsmu|| Mg | ME me me
01 N 0Oy 0 0 0.9604 0
01 N0y 0 0 0.0196 0
0y N 65 0 0 0.0098 0
Nl 0 0 0.0098 0
Nl 0 0 0.0002 0
01 0.98 | 0 0 01 0 010 0 0
0, 0 098] 0 0, 0 01]o0 0 0
05 0.01 | 0 0 05 0 01]o0 0 0
04 0.01 | 0.02 {[0.0002 04 0.0002|] 1 [0.0002[0.0002]0.0002
01 U6, 0 0 0 01 U 6 0.9604] 0 | 0 0 0.9604
01 U0, 0 0 0 6, U0y 0.0196] 0 | 0 0 0.0196
0y U O3 0 0 0 0y U O3 0.0098( 0 | 0 0 0.0098
0y U by 0 0 0 0y U by 0.0098( 0 | 0 0 0.0098
05 U Oy 0 0 0 05 U Oy 0.0002|] 0 | 0 0 0.0002
6, UB,UB;U6, || O 0 0 6, U0, U03U64 | O 010 0.9998| 0
| [ [ | [ | | [0.9998] | |

Table 3.2: Example 2 — combination of gbba’s m1, mo with the DSm rules DSmC, DSmH, and
with the generalized rules &, ©®, ®, @ on Shafer’s DSm model M (rows which contain only
0s and blank fields are dropped).

The structure of Table 3.2 is the same as in the case of Table 3.1. Because of the size of the
full table for DSm combination on a 4-element frame of discernment, rows which contain only
0s and blank fields are dropped.

Note, that input values are shortened by one digit here (i.e. 0.98, 0.02, and 0.01 instead of
0.998, 0.002, and 0.001) in comparison with the original version of the example in [14]. Never-
theless the structure and features of both the versions of the example are just the same.

Ezample 3. 'This is an example for Smet’s case, for the non-normalized Dempster’s rule. We
assume Shafer’s model M? on a simple 2-element frame © = {0;,6,}. We assume m(()) > 0, in
this example, even if it is not usual in DSm theory, see Table 3.3.

Example 4. Let us assume Shafer’s model M° on © = {61,605, 03,0,} in this example, see Table
3.4.

Example 5. Let us assume again Shafer’s model M on a simple 2-element frame © = {61, 6,},
see Table 3.5.
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./\/lf DSmC MO DSmH @ © ® @
De mi mo MpSmcC D/(?/IO MpDSmH me me | My | M
61N06y || O 0 0.28 0

01 0.40 | 0.60 || 0.24 01 0.48 1/ 0.143 | 0.24 | 0.24 | 0.48
02 0.40 | 0.10 || 0.04 0 0.18 || 0.857| 0.04 | 0.04 | 0.18
01Uby || O 0 0 01 Ub0y| 0.34 0 0 0.72 | 0.34

[ 0 Jo20]030] 044 [ 0 ] [ [0.72 ] | |

Table 3.3: Example 3 — combination of gbba’s m1, mo with the DSm rules DSmC, DSmH, and
with the generalized rules ®, ®, ®, @ on Shafer’s DSm model M.

M/ DSmC MY DSmH || @ @) ® @
D@ mi mo MDSmC D/@VIO mpsmu|| Mg | ME me me
01 N 0Oy 0 0 0.9702 0
N (B3U6y) |0 0 0.0198 0
BN (B3U6y) || O 0 0.0098 0
01 0.99 | 0 0 01 0 01]o0 0 0
0 0 098 1| 0 0 0 010 0 0
61U 6 0 0 0 61U 6 0.9702]] 0 | 0 0 0.9702
05U Oy 0.01 | 0.02 [[0.0002 05 U Oy 0.0002|| 1 [0.0002|0.0002|0.0002
6, U603 U0, 0 0 0 6,Uh3U6, 10.0198]| 0 | O 0 0.0198
SIS 0 0 0 G,UB3U6, [0.0098] 0 | O 0 0.0098
0, UbB,Ub;U6, || O 0 0 6, U0, U0;U6s | O 01]o0 0.9998] 0
| ? L 1 | ? | [ 109998 | |

Table 3.4: Example 4 — combination of gbba’s m1, mo with the DSm rules DSmC, DSmH, and
with the generalized rules &, ©®, ®, @ on Shafer’s DSm model M (rows which contain only
0s and blank fields are dropped).

M°O (rows which contain only Os and blank fields are dropped).

M'f DSmC MO DSmH D @) ® @

De mq mo MpsSmc D,(/;\)/lo mpsme || Mg me | Me | M@

61N6y || 0.40 | 0.30 || 0.89 0
6, 0.50 | 0.10 || 0.05 6, 0.24 || 0.45 | 0.05 | 0.05 | 0.24
0 0.10 | 0.60 || 0.06 0 0.33 || 0.54 | 0.06 | 0.06 | 0.33

,Uby || O 0 0 6Uby| 043 || 0 0 0.89 | 0.43

I | | 0 ] | loso] [ |

Table 3.5: Example 5 — combination of gbba’s my, my with the DSm rules DSmC, DSmH, and
with the generalized rules @, ®, ®, @ on Shafer’s DSm model MO,
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Ezample 6. As all the above examples are quite simple, usually somehow related to Shafer’s
model, we present also one of the more general examples (Example 3) from Chapter 4 DSm
book Vol. 1; it is defined on the DSm model My 3 based on 3-element frame © = {61, 09, 603}
with constraints 61 N0y = 65 N O3 = (); and subsequently 6; N Oy N O3 = b N (01 Ub3) = 0, see
Table 3.6.

M/ DSmC Mys DSmH @ @ %) @
D® my ma MDSmC D/@VI4A3 mpsmu || Mg me | Me | M
01 NO,N05 | 0O 0 0.16 0
01N 6 0.10 | 0.20 || 0.22 0
01 N6 0.10 | O 0.12 01N o3 0.17 11 0.342| 0.12 | 0.12 | 0.17
05 N O3 0 0.20 0.19 0
01N (G2U03) || O 0 0 01N o3 0 0 0 0 0
0> N (91 U 93) 0 0 0.05 0
OsN (6L UbB) || O 0 0.01 01N o3 0 0 0.01 | 0.01 | O
O 0 0 0 01N o3 0 0 0 0 0
01 0.10 | 0.20 0.08 01 0.16 || 0.263 | 0.08 | 0.08 | 0.16
0 0.20 | 0.10 0.03 0 0.12 || 0.079| 0.03 | 0.03 | 0.12
03 0.30 | 0.10 0.10 03 0.23 || 0.263 | 0.10 | 0.10 | 0.23
06, 0 0 0.02 01 0 0 0.02 ] 0.02 |0
064 0 0 0 0o, 0.01 0 0 0 0.01
063 0 0 0 03 0 0 0 0 0
01 U 69 0.10 | O 0 01 U0y 0.11 0 0 0 0.11
01 U603 0.10 | 0.20 0.02 01U 03 0.08 || 0.053 | 0.02 | 0.02 | 0.08
05 U 63 0 0 0 0y U O3 0.05 0 0 0 0.05
01 U6y U b5 0 0 0 61 U6y U O3 0.07 0 0 0.62 | 0.07
| [ L [ ] [ 0 [ [oe2][ [ |

Table 3.6: Example 6 — combination of gbba’s m1, mo with the DSm rules DSmC, DSmH, and
with the generalized rules &, ©, ®, @ on hybrid DSm model M, 3.

3.7.2 A summary of the examples

We can mention that all the rules are defined for all the presented source generalized basic
belief assignments. In the case of the generalized Dempster’s rule it is based on the fact that no
couple of source gbba’s is in full contradiction. In the case of the generalized Dubois-Prade’s
rule we need its extended version in Examples 1, 3, 5, and 6.

In Example 1, it is caused by constraint 63 = () and positive values mq(f3) = 0.20 and
ma(03) = 0.30, see Table 3.1, hence we have m;j(03)ma(03) = 0.06 > 0 and 3 N O3 = O3 U b5 =
f3 = () in DSm model M in question. In Example 3, it is caused by admission of positive input
values for (: mq(0) = 0.20, msy(0) = 0.30. In Example 5, it is because both m; and ms have
positive input values for 61 N #y which is constrained. We have mq (61 N 02)my (61 N 62) = 0.12
and (01 NO) N (61 Nby) =6, N0y =0 = (0, NBOy) U (01 NOs), hence 0.12 should be added to
© by the extended Dubois-Prade’s rule. We have to distinguish this case from different cases



106 A GENERALIZATION OF THE CLASSIC FUSION RULES

such as e.g. m1(01)ma(02) or m1(01 NO2)ma(2), where values are normally assigned to union of
arguments (61) U (62) or (61 N 62) Uy = O respectively. In Example 6, it is analogically caused
by couples of positive inputs mq (61 N 6s), ma(61 N O2) and mq (61 N Os), ma(fa N O3).

In Examples 2 and 4, the generalized Dubois-Prade’s rule without extension can be used
because all the elements of D® which are constrained (prohibited by the constraints) have 0
values of gbbm’s.

We can observe that, m(0)) > 0 only when using the generalized conjunctive rule ®, where
me0) = > ,—gm(Z) and mg(X) = mpsmc(X) for X # 0. If we distribute mg(0) with
normalization, we obtain the result mg of the generalized Dempster’s rule &; if we relocate
(add) mg (D) to mg(©) we obtain m, i.e. the result of the generalized Yager’s rule.

The other exception of m(0)) > 0 is in Example 3, where mpgmc () = 0.44 > 0 because
there is m1(0) > 0 and my(@) > 0 what is usually not allowed in DSmT. This example was
included into [14] for comparison of DSmH with the classic non-normalized conjunctive rule
used in TBM.

In accordance with theoretical results we can verify, that the DSmH rule always gives the
same resulting values as the generalized Dubois-Prade rule produces in all 6 examples.

Looking at the tables we can observe, that DSmH and Dubois-Prade’s generate more speci-
fied results (i.e. higher gbbm’s are assigned to smaller elements of D®) than both the generalized
non-normalized conjunctive rule @ and the generalized Yager’s rule ® produce. There is some
lost of information when the generalized @ or ® are applied. Nevertheless, there is some lost of
information also within the application of the DSmH rule. Considering the rules investigated
and compared in this text we obtain the most specific results when the generalized Dempster’s
rule @ is used. Another rules, which produce more specified results than the DSmH rule and
the generalized Dubois-Prade’s rule do, are the generalized minC combination rule [5] and PCR
combination rules [15], which are out of scope of this chapter.

3.8 Open problems

As an open question remains commutativity of a transformation of generalized belief functions
to those which satisfy all the constraints of a used hybrid DSm model with the particular
combination rules. Such a commutation may significantly simplify functions S5 and hence the
entire definitions of the corresponding combination rules. If such a commutation holds for some
combination rule, we can simply transform all input belief functions to those which satisfy
constraints of the DSm model in question at first; and perform static fusion after. No dynamic
fusion is necessary in such a case.

A generalization of minC combination rule, whose computing mechanism (not a motivation
nor an interpretation) has a relation to the conjunctive rules on the free DSm model M/ (0)
already in its classic case [3], is under recent development. And it will also appear as a chapter
of this volume.

We have to mention also the question of a possible generalization of conditionalization,
related to particular combination rules to the domain of DSm hyper-power sets.

And we cannot forget for a new family of PCR rules [15], see also a chapter in this volume.
Comparison of these rules, rules presented in this chapter, generalized minC combination and
possibly some other belief combination rules on hyper-power sets can summarize the presented
topic.
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3.9 Conclusion

The classic rules for combination of belief functions have been generalized to be applicable to
hyper-power sets, which are used in DSm theory. The generalization forms a solid theoretical
background for full and objective comparison of the nature of the classic rules with the nature
of the DSm rule of combination. It also enables us to place the DSmT better among the other
approaches to belief functions.
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3.11 Appendix - proofs

3.11.1 Generalized Dempster’s rule

1) Correctness of the definition:

la) > v yepe mi(X)mo(Y) = 1 for any gbba’s my, mg; multiples 0 < my(X)mo(Y) < 1 are
summed to m(A) for X NY = A,0 # A € DY,, all the other multiples (i.e., for X NY = §
and for X NY = A ¢ DY) are normalized among () # A € Df,. Hence the formula for the
generalized Dempster’s rule produces correct gbba mqy @ mo for any input gbba’s mq, mo.

1b) It holds £ = 3y ycpe xryep ™1 (X)ma(X) =0 and K = L =1 in the free DSm model
M. Hence we obtain the formula for the free model Mf as a special case of the general
formula.

2) Correctness of the generalization:

Let us suppose Shafer’s DSm model M?, i.e., 6; N ; = 0 for i # j. There are no non-existential
constraints in M%. X NY € 00 iff {6;]0; € X} N {0;/0; C Y} =0, hence the same multiples
m1(X)ma(Y') are assigned to XNY = A ¢ 0 in both the classic and the generalized Dempster’s
rule on Shafer’s DSm model, and the same multiples are normalized by both of the rules. Thus,
the results are the same for any m;,mo on M? and for any A C © and other A € D®. Hence
the generalized Dempster’s rule is really a generalization of the classic Dempster’s rule.

3) Equivalence of expressions: (m1 & ma)(A) =z P(A)[ST(A) + S5 (A) + S5 (A)]

S(A)[ST(A) + S5 (A) + ST(A)] = ¢(A) Y mi(X)ma(Y)+
XNY=A

51(4) m m
¢<A)[ZZ€D® z¢051(2) X,Y;(BM 1(Oma(1)+

51(4) S m(XOma(y)

> zepe z¢oS1(Z) Xuy¢ 0, Xnve Oy
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For A ¢ ( we obtain the following (as m;(0) = 0):

S1(A) N - )
ZZED@ Z¢0 S1(2) meze ; 1(X)ma(Y)]

2 xny=age ™ (X)ma(Y) N - )
ZX0Y¢ o M1 (X)ma(Y) Xr% ) 1(X)ma(Y)

S m(X)ma(Y)(1 ! > mi(X)my(Y)) =

_l’_
XNY=A¢0 Lxnvg o(X)ma(Y) Xnye 0

m m 1- ZXmYe 0 my(X)ma(Y) ZXmYe 0 m1(X)ma(Y) _
2 Xm0 (T T ) T TS S vy g i (X)ma(Y))

S mi(X)ma(Y) + |

XNY=A¢0

> ma(X)ma(Y) +

XNY=A¢0

XNY=A¢0
1
XmYZ:Agé(Z) ml(X)mQ(Y)(l — X xnve 0m1(X)m2(Y)) a
3 ml(X)mg(Y)l% = Y Kmi(X)ma(Y) = (m1 @ ma)(A).
XNY=A¢0 " XNY=A¢0

For A € @ we obtain:

S(A)[SY (A) + S5 (A) + ST (A)] = 0+ [ST(A) + ST (A) + SF(A)] = 0 = (m1 & m2)(A).

Hence the expression in DSm form is equivalent to the definition of the generalized Dempster’s
rule.

3.11.2 Generalized Yager’s rule

1) Correctness of the definition:

la) ZX7Y€D@7 sy M1(X)ma(Y) = 1 for any gbba’s my, ma; multiples 0 < m(X)ma(Y) <1
are summed to m(A) for X NY = A ¢ 0, all the other multiples (i.e., for X NY = A € 0)
are summed to © . Hence the formula for the generalized Yager’s rule produces correct gbba
m1®meo for any input gbba’s my,mo.

1b) It holds 3" x v pe xnyep m1(X)ma(X) = 0in the free DSm model M/ . Thus (m;@mz)(©) =
m1(0)ms(O). Hence we obtain the formula for the free model M/ as a special case of the general
formula.

2) Correctness of the generalization:

Let us suppose Shafer’s DSm model M°, i.e., §; N 6; = 0 for i # j. There are no non-existential
constraints in M%. X NY € O iff {6;]0; € X} N {6;/0; C Y} =0, hence the same multiples
mi1(X)ma(Y) are assigned to X NY = A ¢ 0, A # O in both the classic and the generalized
Yager’s rule on Shafer’s DSm model, and the same multiples are summed to © by both of the
rules. Thus, the results are the same for any my,mo on MY and any A C © (A € D®). Hence
the generalized Yager’s rule is a correct generalization of the classic Yager’s rule.

3) Equivalence of expressions: (mi®ma)(A) L B(A)[SP(A) + SP(A) + Sg®(A)]
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For O # A ¢ 0 we obtain the following:

H(A)SP(A) + SP(A) + SP(A] = oA Y ma(X)ma(Y) +0+ 0]
XNny=A
= ) m(X)ma(Y) = (m®@mg)(A).

XNY=A¢0

For A = O, we obtain the following;:

$Om) D mi(X)ma(Y)+oOm)[ Y mi(X)ma(Y)

XNY =6 xX,ye Oy

+ > my(X)mz(Y)]

Xuy¢ 0, Xxnye 0

= > mX)me(Y)+[ D mi(X)ma(Y)] = (mi®mg)(Om).

XNY =06 xXnye 0y

For A € () we obtain ¢(A)[SP(A)+SP(A)+SP(A)] = 0[SP(A)+0+0] = 0 = (m; B my)(A).
Hence the expression in DSm form is equivalent to the definition of the generalized Yager’s rule.

3.11.3 Generalized Dubois-Prade rule

1) Correctness of the definition:

la) ZX’YeD@ml(X)mﬂy) = 1 for any gbba’s mq,ms; Let us assume that mq, mo satisfy all
the constraints of DSm model M, thus m;(X) Uma(Y) ¢ @ for any X,Y € DY,; multiples
0 < mi(X)mo(Y) < 1 are summed to m(A) for X NY = A ¢ 0, all the other multiples
(i.e., for XNY = A € 0) are summed and added to m(A), where A = X UY, with the simple
generalized Dubois-Prade rule. Hence the simple generalized Dubois-Prade rule produces correct
gbba mi @ my for any input gbba’s mj, ms which satisfy all the constraints of the used DSm
model M.

Let us assume a DSm model M without non-existential constraints, now, thus Uxyy ¢ @ for
any ) # X,Y € DY, ; multiples 0 < m1(X)mso(Y) < 1 are summed and added to m(A) for
XNY =A¢ 0, other multiples are summed to m(A) for XUY =A¢ 0, XNY =A¢€ 0,
all the other multiples (i.e., for X UY = A € 0) are summed and added to m(A) where
A = Uxyy, with the generalized Dubois-Prade rule. Hence the generalized Dubois-Prade rule
produces correct ghba mi @ msy for any input gbba’s mq, mo on DSm model M without non-
existential constraints.

For a fully general dynamic belief fusion on any DSm model the following holds:

multiples 0 < my(X)mo(Y) < 1 are summed to m(A) for X NY = A ¢ @, other multiples are
summed and added to m(A) for XUY =A¢ 0, XNY = A€ 0, other multiples are summed
and added to m(A) for Uxyyy = A ¢ 0, XUY = A € 0, all the other multiples (i.e., for
Uxuy = A € 0) are summed and added to © o4. Hence the extended generalized Dubois-Prade
rule produces correct ghba mi@ms for any input gbba’s mi, ms on any hybrid DSm model.

1b) It holds since )y ycpo xryep ™1(X)m2(X) = 0 = >y ycpmi(X)m2(X) and one has
also 3y yep M1 (X)ma(X) = >, ep m1(X)m2(X) in the free DSm model M. Hence, the

Dubois-Prade rule for the free model M/ is a special case of all the simple generalized Dubois-
Prade rule, the generalized Dubois-Prade rule, and the extended generalized Dubois-Prade rule.
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2) Correctness of the generalization:

Let us suppose Shafer’s DSm model M? and input BF’s on MY, i.e., 0;N6; = () for i # j. There
are no non-existential constraints in M°% X NY € 0,0 iff {6;]0; € X} N {0;]0; C Y} =0,
hence the same multiples m1(X)my(Y') are assigned to X NY = A ¢ 0, A # © in both the
classic and the generalized Dubois-Prade rule on Shafer’s DSm model, and the same multiples
are summed and added to X UY = A ¢ @ by both of the rules. X UY ¢ @ for any couple
X,Y € D® in Shafer’s model, thus the 3rd sum in the generalized Dubois-Prade rule and the
4th sum in the extended rule for © 4 are always equal to 0 in Shafer’s DSm model. Thus, the
results are always the same for any mj, my on M and any A C © (and A € D®). Hence all
the simple generalized Dubois-Prade rule, the generalized Dubois-Prade rule, and the extended
generalized Dubois-Prade rule are correct generalizations of the classic Dubois-Prade rule.

3) Equivalence of expressions: (mi@ma)(A) z H(ASP(A) + 5P (A) + Sé@(A)]

S(A)[SP(A) + SP(A) + SP(A)] =
(A Y ma(X)ma(Y) + > ma (X)ma(Y)+

XNY=A XUY €D, Uxuy=A

> m(X)my(Y)]

XNYedr, (Xuy)=A

For A ¢ 0 we simply obtain the following:

L[ mi(X)ma(Y) + > my(X)ma(Y)+

XNY=A XUYED A, Uxuy=A

> my(X)me(Y)] = (mi@mg)(A),
XNYEDp, (XUY)=A

and for A € @, one gets
0-[SP(A) + SP(A) + S£(A)] = 0 = (m1@m2) (D).

The proof for the simple generalized Dubois-Prade rule is a special case of this proof with
SP(A)=0.

The same holds for the extended generalized Dubois-Prade rule for A € @ and for O, #
Ad¢ 0.

For A = O, we obtain the following;:
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LY mX)ma(Y) + > m1(X)ma(Y)
XNY =6 XUY€ED s, [Uxuy=Om]V[Uxuy €O ]
- > my(X)my(Y)] =
XNY €Dy, (XUY)=0 0
[ Y mi(X)ma(Y) + > mi(X)ma(Y) 4+ Y m(X)ma(Y)
XNYy=A XUYEDr, Uxuy =0 am Uxuy €0

n 3 mi(X)ma(Y)] = (mi1@ma) (O )
XNY €Dy, (XUY)=0 0

Hence all three versions of the expression in DSm form are equivalent to the corresponding
versions of the definition of the generalized Dubois-Prade rule.

3.11.4 Comparison statements

Statement 1: trivial.

Statement 2(ii): Let us compare definitions of DSmH rule and the generalized Dubois-Prade
rule in DSm form. We have Sf@(A) = S1(A), we can simply observe that S:;@(A) = S3(A).
We have already mentioned that Uxyy = U = u(X)u(Y), thus also Sé@(A) = S2(A). Hence
(m1@ms)(A) = (m1@my)(A) for any A and any mq,msy in any hybrid DSm model.

Statement 2(i): If all constraints are satisfied by all input beliefs, we have m(X) = ma(Y) =0
for any X,Y € 0Qp and Sa(4) = 0 = Sé@(A). If some constraints are not satisfied, but
there is no non-existential constraint in model M, then U = Uxyy ¢ Oaq, and S2(A) =

ZX,YE@M, Upm=A ml(X)m2(Y) = ZX,YG@M, UxuynNIipm=A mi (X)mQ(Y) = Sé@(A) again'
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Abstract: A generalization of the minC combination to DSm hyper-power sets
is presented. Both the special formulas for static fusion or dynamic fusion without
non-existential constraints and the quite general formulas for dynamic fusion with
non-ezistential constraints are included. FExamples of the minC combination on
several different hybrid DSm models are presented. A comparison of the generalized
minC combination with the hybrid DSm rule is discussed and explained on examples.

4.1 Introduction

Belief functions are one of the widely used formalisms for uncertainty representation and pro-
cessing. Belief functions enable representation of incomplete and uncertain knowledge, belief
updating and combination of evidence. Originally belief functions were introduced as a principal
notion of Dempster-Shafer Theory (DST) or the Mathematical Theory of Evidence [19].

For combination of beliefs Dempster’s rule of combinations is used in DST. Under strict
probabilistic assumptions, its results are correct and probabilistically interpretable for any cou-
ple of belief functions. Nevertheless these assumptions are rarely fulfilled in real applications.
There are not rare examples where the assumptions are not fulfilled and where results of Demp-
ster’s rule are counter intuitive, e.g. see [2, 3, 20], thus a rule with more intuitive results is
required in such situations.
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Hence series of modifications of Dempster’s rule were suggested and alternative approaches
were created. The classical ones are Dubois-Prade’s rule [13] and Yager’s belief combination
rule [23]. Among the others a wide class of operators [17] and an analogous idea proposed in [15],
Smets’ Transferable Belief Model (TBM) using so-called non-normalized Dempster’s rule [22],
disjunctive (or dual Dempster’s) rule of combination [12], combination 'per elements’ with its
special case — minC combination, see [4, 8], and other combination rules. It is also necessary
to mention the method for application of Dempster’s rule in the case of partially reliable input
beliefs [14].

A brand new approach performs the Dezert-Smarandache (or Dempster-Shafer modified)
theory (DSmT) with its DSm rule of combination. There are two main differences: 1) mutual
exclusivity of elements of a frame of discernment is not assumed in general; mathematically it
means that belief functions are not defined on the power set of the frame, but on a so-called
hyper-power set, i.e. on the Dedekind lattice defined by the frame; 2) a new combination
mechanism which overcomes problems with conflict among the combined beliefs and which also
enables a dynamic fusion of beliefs.

As the classical Shafer’s frame of discernment may be considered the special case of a so-
called hybrid DSm model, the DSm rule of combination is compared with the classic rules of
combination in the publications about DSmT [11, 20]. For better and objective comparison
with the DSm rule the classic Dempster’s, Yager’s, and Dubois-Prade’s rules were generalized
to DSm hyper-power sets [7].

In despite of completely different motivations, ideas and assumptions of minC combination
and DSm rule, there is an analogy in computation mechanisms of these approaches described
in the author’s Chapter 10 in [20]. Unfortunately the minC combination had been designed for
classic belief functions defined only on the power set of a frame of discernment in that time.
Recently, formulas for computation of minC on general n-element frame discernment has been
published [8], and the ideas of minC combination have been generalized to DSm hyper-power
sets in [10].

A goal of this contribution is to continue [5] using the recent results from [10], and complete
a comparison of minC combination and hybrid DSm rules.

4.2 MinC combination on classic frames of discernment

4.2.1 Basic Definitions

All the classic definitions suppose an exhaustive finite frame of discernment © = {61, ...,0,},
whose elements are mutually exclusive.

A basic belief assignment (bba) is a mapping m : P(©) — [0, 1], such that ) ;o m(A) = 1,
the values of bba are called basic belief masses (bbm)." A belief function (BF) is a mapping
Bel : P(©) — [0,1], Bel(A) = >y, xcam(X), belief function Bel uniquely corresponds to
bba m and vice-versa. P(0) is often denoted also by 2©. A focal element is a subset X of the
frame of discernment ©, such that m(X) > 0.

Dempster’s (conjunctive) rule of combination @ is given as

(mi@ma)(A) =K Y mi(X)ma(Y)
XNnY=A

L m(0) = 0 is often assumed in accordance with Shafer’s definition [19]. A classical counter example is Smets’
Transferable Belief Model (TBM) which admits positive m(0) as it assumes m(() > 0.
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for A # 0, where K = -, s =Y vy m1(X)ma(Y), and (m1 & mg)(0) = 0, see [19]; putting
K =1 and (m1 & m2)(0) = k we obtain the non-normalized conjunctive rule of combination @,
see e. g. [22].

An algebra £ = (L, A, V) is called a lattice if L # () and A, V are two binary operations meet
and join on L with the following properties: x Az = x, x Vo = x (idempotency), z Ay = y Az,
xVy = yVa (commutativity), (tAy)Az =xA(yAz), (zVy)Vz =zV(yVz) (associativity), and
xA(yVa)=ux, xV (yAz)=x (absorption). If the operations A, V satisfy also distributivity,
ie. zA(yVz)=(xAy)V(rAz)and xV (yAz) = (xVy)A(zVz) we speak about a distributive
lattice.

We can equivalently write any element of X € L in conjunctive normal form (CNF):

X=A_ m(\/j:1 ok Xij) for some m, ki, ....km, Xij € L, i.e. meet of joins.

4.2.2 Ideas of the minC combination

The minC' combination (the minimal conflict/contradiction combination) is a generalization of
the non-normalized Dempster’s rule ®. m()) from @ is considered as a conflict (or contradiction)
arising by the conjunctive combination. To handle it, a system of different types of conflicts is
considered according to the basic belief masses producing it.

We distinguish contradictions (conflicts) according to the sets to which the original bbms
were assigned by m;. There is only one type of contradiction (conflict) x on the belief functions
defined on a binary frame of discernment, x corresponds to m()); hence the generalized level
of minC combination fully coincides with the (non-normalized) conjunctive rule there. In the
case of an n-element frame of discernment we distinguish different types of conflicts, e.g. A X
B, Ax BC, Ax B xC, if mj({A}),m;({B}) > 0, m;({A}),m;({B,C}) > 0, m;({A}),
m;({B}), mp({C}) > 0 etc. A very important role is played by so-called potential conflicts
(contradictions), e.g. AB x BC, which is not a conflict in the case of combination of two
beliefs ({4, B} N {B,C} = {B} # 0), but it can cause a conflict in a later combination with
another belief, e.g. real conflict AB x BC' x AC because there is {A, B} N{B,C}N{A,C} =10
which is different from B x AC. Not to have (theoretically) an infinite number of different
conflicts, the conflicts are divided into classes of equivalence which are called types of conflicts,
eg. AxB~BxA~AXxBXxBxXxBxAxAxA,etc. For more detail see [4].

In full version of [8], it is shown that the structure of pure and potential conflicts forms a
distributive lattice £(2) = (L(2),A,V), where X € L(Q) iff either X = {w;}, where w; € ,
or X = {wj1 X wig X ... X Wi, }, where wjj € Qfor 1 <i<n, 1 <j<k,or X=UAV or
X = UV V for some couple U,V € L(Q); A V are defined as it follows:
XVY={w|weXorweY and (-Fu')(w € XUY, v <w)},

XAY ={w|weXNY or [w=wy1 Xwy2 X ... X Wy, , where (z € X)(z <w),(FyeY)(y <
w) and (—=Fw' <w)(BFzx € X)(z <w'), By e Y)(y <w'))]}.

Where it is further defined: z x z =z, y x z =2 x y, and 11 X T12 X ... X T, < Tag X Ty X
o X Togy M (VX15) (322m ) (X1 = T2m). Note that X A Y =X NY if X CYorY C X.

We can extend L£(2) with 0 to L£4(2) = (L(Q) U{0}, A, V), where z A =0 and 2V ) =z
for all z € L(€). But we do no need it in classical case as no positive gbbm’s are assigned to ()
in input BF’'s and 2 Ay # 0 and x vV y # 0 for any z,y € L(Q).

The generalized level of minC combination gives non-negative weights to all elements of
L(©), i.e. also to the conflicts/contradictions and potential conflicts, i.e. it produces and
combines so-called generalized bba’s and generalized belief functions defined on the so-called
generalized frame of discernment £(©), which includes also all corresponding types of conflicts.
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The generalized level of minC combination is associative and commutative operation and
it commutes also with coarsening of frame of discernment. After performance of the general-
ized level of the minC, all bbms of both pure and potential conflicts should be reallocated /
proportionalized among all corresponding non-conflicting elements of P(O).

Unfortunately such proportionalizations break associativity of the minC combination. Hence
all the input bba’s must be combined on the generalized level at first, and the proportionalization
may not be performed before finishing of the generalized level combination. So it is useful to
keep also generalized level results because of to be prepared for possible additional source of
belief, which we possibly want to combine together with the present input beliefs.

4.2.3 Formulas for the minC combination

Let N X =X1NXaN..NX; and ¢(X) ={ X1, ..., X}, where CNF(X) = X1 A Xa A ... A X,
similarly let JX = X; U Xo U ... U X}, where CNF(X) = X; A X9 A ... A X}, it holds that
Xi = X1 V Xia V...V Xy, for any of these X;s thus it corresponds to { X1, X2, ..., Xix, }, and
UX € P(O), let further p(X) = {Y1U...UY,, | 1< m<k,Y; € ¢(X) fori=1,....,m}. Let all X
from £(0) be in CNF in the following formulas, unless another form of X is explicitly specified.

The generalized level of the minC combination is computed for all A € £(©) as

m(A) = > mi(X)ma(Y).

XANY=A

Reallocation of gbbm’s of potential conflicts: for all ) # A € P(©),

m'(A) =ml(A)+ Y mlX)= > m(X).
XeL(o) XeL(o)
X#A NX=A Nx=A

Final classic bba m we obtain after proportionalization of gbbm’s of pure conflicts.

m(A) = E m?(X) + E prop(A, X)m®(X),
Xer(e) XeL(o)
NX=A NX=0, ACUX

where
propii

ml
propia(A4, X) = W for A € p(X), ZYEp(X) m'(Y) >0,

)

) =propi2(A, X) =0 for A ¢ p(X),

)= W for A € p(X), Xyepx) mi(Y) =0,
)=1 for A=JX, ZYGP(X)ml(Y) =0,
)=0 for ACUX, Yycpym (V) =0,
) 1
)
)
)

= propa(A, X) = % for cbel” (X) > 0,

= m for cbel' =0,

= 622;1(62) for cbel' (X) > 0,
=1 for chbel'(X)=0and A=JX,
propaa(A, X) =0 for cbel'(X) =0and A C |JX,

where cbel! (X) = 2 04ver©), YU X m(Y), m(0) =0 (= m°(0) = m' ().
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Proportionalization coefficient function prop;;(-, -) determines the proportionalization ratio
for distribution of conflicting gbbm’s. The first index 7 indicates whether 1) m°(X) is propor-
tionalized only among elements of p(X), i.e, among all conjuncts from CNF(X) and among all
disjunctions of these conjuncts for s = 1, or 2) m%(X) is proportionalized among all subsets of
|J X for ¢« = 2. The second index indicates the way of proportionalization when the proportion-
alization ratio is ”3”: 1) division of m%(X) to the same parts and distribution of these parts
among all conjuncts in question (for i = 1,7 = 1) or among all subsets of | J X (for i =2,j = 1)
is used, or 2) whole conflicting gbbm m°(X) is relocated to | J X for j = 2. propy; corresponds
to proportionalization a) from [4, 5] and props; corresponds to proportionalization b) from [5]
(resp. to c) from [4]). For another proportionalizations see the full version of [§].

Let us present the proportionalization on a small example m®(X), where X = 61 A (62 V 03):
X is already in CNF, i.e. CNF(X) = X, it has two conjuncts singleton ¢; and disjunction
0> V 03, we can construct the only nontrivial disjunction 61 V 65 V 03 from these conjuncts,
UX=(91\/(92\/03.

propy; proportionalizes conflicting m"(X) among conjuncts 01, 62V 03, and their disjunction
01V 0y V O5:
it mY(01) +m!(0a Vv 03) +m!(61 Vv 0z V 03) > 0 we have:

m1(¢91)
m! (91) + m1(¢92 vV 93) + m1(¢91 V Oy Vv 93)

propij(01,X) =

m1(02 vV (93)

(0 VO3, X) =
propu; (02 V 03, X) m!(01) +ml (02 V 03) +m!(01 V02V 03)

ml(Hl V Oy V 03)
ml(Hl) + m1(02 V (93) + m1(01 VoV (93)

proplj(Hl V Oy V (93,X) =

if m(01) +m(02V 0s) + mt(01 V02V 0s) =0 we have:
propi1(01, X) = prop11(02 V 83, X) = propi1(61 V 02 vV b3) =1/3
propi2(01, X) = propi1(02 V 03, X) = 0,propia(61 V 02 Vv 3) = 1.

props; proportionalizes conflicting m®(X) among all subsets of [J X = 61V 0V 03, i.e. among
01,65,03,01 V 05,01V 03,05V 03,01V 05V 0O5:
if S = m1(01) +m1(92) +m1(«93) +m1(91 \/02) +m1(91 \/03) +m1(92 \/(93) +m1(91 V 09 \/03) >0
we have, prope;(A4,X) = mléA) for all A C |JX;
if S = 0 we have, propa1(A,X) = 1/7 for all A C |JX. propaa(A,X) =0 forall A C JX,
propaa(lJ X) = 1.

4.3 Introduction to DSm theory

Because DSmT is a new theory which is in permanent dynamic evolution, we have to note that
this text is related to its state described by formulas and text presented in the basic publication
on DSmT — in the DSmT book Vol. 1 [20]. Rapid development of the theory is demonstrated
by appearing of the current second volume of the book. For new advances of DSmT see other
chapters of this volume.
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4.3.1 Dedekind lattice and other basic DSm notions

Dempster-Shafer modified Theory or Dezert-Smarandache Theory (DSmT) by J. Dezert and F.
Smarandache [11, 20] allows mutually overlapping elements of a frame of discernment. Thus
a frame of discernment is a finite exhaustive set of elements © = {61,602, ...,60,,}, but not nec-
essarily exclusive in DSmT. As an example we can introduce a three-element set of colours
{Red, Green, Blue} from the DSmT homepage?. DSmT allows that an object can have 2 or 3
colours in the same time: e.g. it can be both red and blue, or red and green and blue in the
same time, it corresponds to a composition of general colours from the 3 basic ones.

DSmT uses basic belief assignments and belief functions defined analogically to the classic
Dempster-Shafer theory (DST), but they are defined on so-called hyper-power set or Dedekind
lattice instead of the classic power set of the frame of discernment. To be distinguished from
the classic definitions they are called generalized basic belief assignments and generalized belief
functions?.

The Dedekind lattice, more frequently called hyper-power set D® in DSmT, is defined as the
set of all composite propositions built from elements of ©® with union and intersection operators
U and N such that 0, 61,605, ...,60,, € D€, and if A, B € D® then also AUB € D® and ANB € D°,
no other elements belong to D® (6; N 6; # 0 in general, §; N 0; = 0 iff 6; = 0 or 6; = ).

Thus the hyper-power set D® of © is closed to U and N and 6; N 0; # 0 in general. Whereas
the classic power set 2© of © with exclusive elements is closed to U, N and complement, and
0; N 0; =0 for every i # j.

Examples of hyper-power sets. Let © = {01,605}, we have D® = {0, 0, N6y, 01, 02, 01 U 65},
i.e. |[D®| =5. For © = {01,0,03} we have |0| = 3, |D®| = 19.

A DSm generalized basic belief assignment (DSm gbba) m is a mapping m : D® — [0,1],
such that " 4. pe m(A) = 1 and m(0) = 0. The quantity m(A) is called the DSm generalized
basic belief mass (DSm gbbm) of A. A DSm generalized belief function (DSm gBF) Bel is a
mapping Bel : D® — [0, 1], such that Bel(A) = >-xcaxepe M(X).

4.3.2 DSm models

If we assume a Dedekind lattice (hyper-power set) according to the above definition without
any other assumptions, i. e. all elements of an exhaustive frame of discernment can mutually
overlap themselves, we speak about the free DSm model M/ (0), i. e. about DSm model free
of constraints.

In general it is possible to add exclusivity or non-existential constraints into DSm models,

we speak about hybrid DSm models in such cases.

An exclusivity constraint 61 N 65 g says that elements 01 and 05 are mutually exclusive
in model M7, whereas both of them can overlap with 63. If we assume exclusivity constraints
0, N Oy ™2 0, 61 N O3 Lz 0, 6 N O3 Lz (), another exclusivity constraint directly follows
them: 61 Ny N 63 22 (). In this case all the elements of the 3-element frame of discernment

Zwww.gallup.unm.edu/~smarandache/DSmT.htm

3 If we want to distinguish these generalized notions from the generalized level of minC combination we
use DSm generalized basic belief assignment, DSm generalized belief mass and function, and analogically minC
generalized basic belief assignment and minC gbbm further in this text, on the other hand no minC generalized
BF has been defined.
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© = {01,02,05} are mutually exclusive as in the classic Dempster-Shafer theory, and we call
such hybrid DSm model as Shafer’s model M°(©).

A non-existential constraint 65 = () brings an additional information about a frame of

discernment saying that 63 is impossible, it forces all the gbbm of X C 03 to be equal to zero
for any gbba in model M3. It represents a sure meta-information with respect to generalized
belief combination, which is used in a dynamic fusion.

In a degenerated case of the degenerated DSm model My we always have m(0)) = 1, m(X) =0
for X # (0. It is the only gbbm on My, and it is the only case, where m(()) > 0 is allowed in
DSmT.

The total ignorance on O is the union Iy = 61 Ufy U ...Ub,. 0 = {Or, 0}, where @y is the
set of all elements of D® which are forced to be empty through the constraints of the model M
and () is the classical empty set*. Because we will not work with M in the present contribution,
we will work only () # X € D®, thus X € 0 is the same as X € Py in this text.

For a given DSm model we can define (in addition to [20]) O = {6;0; € ©,0; & D},

O U ©, and Iy = Up,co,, 0> i-e- Im U Ity Ivg = LN Oy, I, = 0. D®M is a hyper-power
set on the DSm frame of discernment O ¢, i.e. on © without elements which are excluded by
the constraints of model M. It holds © = ©, DM = D®and Iy = I; for any DSm model
without non-existential constraint. Whereas reduced hyper-power set D/G\),l from Chapter 4 in [20]
arises from D® by identifying of all M-equivalent elements. D/(?/to corresponds to classic power
set 29.

4.3.3 The DSm rule of combination

The classic DSm rule (DSmC) is defined for belief combination on the free DSm model as it
follows®:
mre)(A) = (mi@ms)(A) = > my(X) ma(Y).
XNY=A, X,YeD®

Since D® is closed under operators N and U and all the Ns are non-empty, the classic DSm
rule guarantees that (m;@msg) is a proper generalized basic belief assignment. The rule is
commutative and associative. For n-ary version of the rule see [20].

When the free DSm model M/ (©) does not hold due to the nature of the problem under
consideration, which requires to take into account some known integrity constraints, one has
to work with a proper hybrid DSm model M(©) # M/ (0). In such a case, the hybrid DSm
rule of combination DSmH based on the hybrid model M(0), Mf(©) # M(0) # My(©), for
k > 2 independent sources of information is defined as: myqe@)(A4) = (M1@ma@...@my)(A) =
d(A)[S1(A)+S2(A)+S3(A)], in full generality, see [20]. For a comparison with minC combination
we use binary version of the rule, thus we have:

mae)(A) = (m@mz)(A) = ¢(A)[S1(A4) + S2(A4) + S3(A)];

where ¢(A) is a characteristic non-emptiness function of a set A, i. e. ¢(A) =11if A ¢ @ and
¢(A) = 0 otherwise. S1 =m s (@), S2(4), and S3(A) are defined by

S1(A) = Z m1(X) ,ma(Y)

X,YeDO, XNY=A

4D should be O extended with the classical empty set @, thus more correct should be the expression @ =
DrU{0}.

5 To distinguish the DSm rule from Dempster’s rule, we use @ instead of @ for the DSm rule in this text.
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Sy(A) = > mi (X)ma(Y)

X, Ye 0, U=AV[Ue D)A(A=I})]

S3(A) = > my (X) ma(Y)

X,YeD®, XUY=A, XnYe 0

with U = u(X) Uu(Y), where u(X) is the union of all singletons 6; that compose X and Y;
all the sets A, X, Y are supposed to be in some canonical form, e.g. CNF. Unfortunately no
mention about the canonical form is included in [20].

As size of hyper-power set D® rapidly increase with cardinality of the frame of discern-
ment © some readers may be interested in Chapter 2 of [20] on the generation of hyper-power
sets, including subsection about memory size and complexity. For applications of DSmT see
contributions in second parts of both the volumes of DSmT book.

In [20], is was shown that DSm hyper-power set corresponds to minC generalized frame of
discernment extended with ), where overlappings of elements in DSm hyper-power set corre-
spond to elementary conflicts in minC generalized frame of discernment and that the classic
DSm rule numerically coincides with the generalized level of minC combination.

4.4 MinC combination on hyper-power sets

4.4.1 Generalized level of minC combination on hyper-power set

From the correspondence of hyper-power set (Dedekind Lattice) D® with distributive lattice
Ly(0) representing extended minC generalized frame of discernment and from numerical coinci-
dence of the classic DSm rule with generalized level of minC combination, we obtain coincidence
of generalized level of minC on the hyper-power set with the generalized level of the classic minC
combination and with the classic DSm rule (DSmC). Hence the generalized level of the minC
combination on the hyper-power set is given by the following formula:

(mi@my)’(A) =m(A) = > mi(X)ma(Y) = Y mi(X)my(Y).
XAY=A XNY=A

4.4.2 MinC combination on the free DSm model M/

There are no constraints on the free DSm model, all elements of hyper-power set are allowed to
have a positive (DSm generalized) bbm. It means that there are no conflicting bbms in minC
combination generalized to the free DSm model. Thus no reallocation of bbms is necessary in
minC combination generalized to the free DSm model. Thus minC combination generalized to
the free DSm model coincides with its generalized level from the previous subsection:

m(A) =m(A) = > my(X)ma(Y).
XNY=A

Hence the generalized level of the minC combination and the minC combination on the free
DSm model is associative and commutative operation on DSm generalized belief functions. The
combination also commutes with coarsening of the frame of discernment.

Let us note that m(f)) = 0 = m%(0) always holds as X NY # () for any X,Y € D®, and
m;(()) = 0 for any DSm gbba on D®.
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4.4.3 Static minC combination on hybrid DSm models

Let us continue our generalization with a static combination, where DSm model is not changed
within the combination process, i.e. all input belief functions are defined on a hybrid model
in question. Let us suppose a fixed DSm model M, thus we can use = instead of £ for
simplification of generalized minC formulas.

As some of the elements of D® are equal to other ones in hybrid DSm model M, we have
to reallocate their m? gbbm’s to a corresponding elements D/(?/( as it follows:

A =m)+ Y X)) = Y miX),

X#A, XeDO, X=A XeDO, X=A

for all ) # A € D®, (i.e. for all A & (o). This step corresponds to relocation of potential
conflicts in classic minC combination.

The rest is reallocation of m® bbms of sets which are equivalent to §); such sets correspond to
pure conflicts in the classic case. Analogically to the proportionalization of gbbm of pure conflict
X to its power set P(|JX) in the classic minC combination, we proportionalize® conflicting
gbbm m%(X) to substructure of the DSm model M defined by |J X, i.e. to DUX, we do not
care about Y = ()4 because they are not allowed by model M.

m(A) = m!'(A) + reallocated gbbm's of conflicts.

m(A) =3 m'(X) + Y prop(4,X)m°(X),

XeD® XeD®
X=A X=0, ACUX

where proportionalization coefficient function prop is analogous to the prop in the classic version;
there are only the following differences in notation: we use X € D® instead of X € £(0),
X € DY, instead of X € P(O), bell, instead of cbell, |DY,| ... P(©) = 21© |DYY| ...
2AUXI — p(X)|, A € Dj\(/lx) e A€ pX), Z € 0p ... UZ = 0, and similarly. Where
Dj\(AX) ={Y € DY, | ¢(Y) C c(X)}, ie. elements of Dj\(/lx) are all unions and intersections
constructed from conjuncts from CNF(X) (from X; such that CNF(X) = X; N...N Xj). Let
X be such that CNF(X) = (01U02)N(01U03)NGy for example, thus ¢(X) = {0;U0, 0, U603, 04},
and DY) contains e.g. 1 U8>U64 and (61 U6) N6y, but neither 6;Uf4 or 6116, nor 263U,
as 01,09, 03,05 U 603,05 U6,,03 U0, are not elements of ¢(X).

For m%(X) > 0 we have that (|JX) & 0 in static combination, because X C |J X and

similarly for all input focal elements X; from which m°®(X) is computed X; C |J X. Thus we
have no problem with cardinality |D%AX | which is always > 2.
It is possible to show that >y g, m(X) =1, i.e. m(A) correctly defines static combination of
gbba’s on hybrid DSm model M. We can also show that the above definition coincides with the
classic minC combination on the Shafer’s DSm model M. Hence the above definition really
generalizes the classic minC combination.

4.4.4 Dynamic minC combination

To make a full generalization of minC combination in the DSm nature. We have to allow
also a change of a DSm model during combination, i.e. to allow input belief functions which

SIf a proportionalization ratio is not defined, i.e. if it should be ” %” then either 1) division to the same parts
or 2) reallocation to |J X is used, analogically to the classic case.
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are defined on more general model that is the resulting one, i.e. we have to be prepared to
prohibition of some input focal elements. In such a case we have no immediate suggestion
how reallocate m°(X) for X = () such that also [JX = (. In correspondence to non-defined
proportionalization ratios we can distribute it among all non-empty elements of DSm model M
or to relocate it to whole (. We can represent both these proportionalizations with coefficient
functions prop(A, X) for computation of proportion of conflicting gbbm m"(X) which to be
reallocated to ) Z A € DXAX and analogical dyn(A, X) for dynamic fusion proportionalization
of m?(X) where | J X = (). With respect to two types of proportionalization and two variants of
non-defined proportionalizaton ratios managing we obtain four variants of coefficient function
prop and two variants coefficient function dyn: of prop1(A, X), propi2(A, X), propsi(A, X),
propaae(A, X), dyni (A, X ), and dyny(A, X). We can summarize the dynamic minC combination
as it follows:

mi(A) = D mi(X)ma(Y)

X,YeD®
XNY=A
mig(A) = Y mP(X)+ > propi(A,X)m (X)) + > dyn;(A, X)m®(X)
XeD® #=xeD® XeD®
X=A ACUX Ux=0

for all ) # A € D,, where [DY,| > 1 and where prop;;(4, X),dyn;(A, X) are defined as it
follows:

mt(A c(X
prop11(A, X) = prop12(4, X) = ZA,YeDf\;X))ml(Y) for A € D/\(A ), ZYGDS&X) m'(Y) >0,
prop11(A, X) = prop1a(A, X) =0 for A ¢ Dj\(/lx),

c(X
pTOpH(A,X) = W for A € D./\(/l )7 ZYGDR(AX) ml(Y) = 0,
propi2(A, X) =1 for A=X, ZYGD%IX) mi(Y) =0,
propi2(A,X) =0 for AcCJX, ZYGDS&X) mt(Y) =0,
propo1(A, X) = A for pell (X)>0
21 ) bel}\/l(X) M ’
p’l"Ole(A,X) = %ﬁ for bel}\/t (X) = 07
ml(A
propae(A, X) = W(&) for bel},(X) > 0,
propaa(A,X) =1 for bel},(X)=0and A=JX,
propaa(A,X) =0 for belj,(X)=0and AC X,
mt(A .
dyni (4, -) = m, if ZZeDj\')/l m'(Z)>0,
P 1
dynl(A)—) = W’ lf ZZED%m (Z):O,
mt(A .
dynQ(A,_) = m’ if ZZGD?A 7’7711(Z)>07
dyna(Inm, —) =1, if ZzeD?A m'(Z) =0,
dynQ(Av —) - 07 if ZZGD% ml(Z) =0, A 7& IM7

mZ](A) =0 fOI" A = @

Similarly to the classic case we can show that )y De, m(X) = 1 hence the above formulas
produce a correct ghba also for dynamic combination.

If we want to combine 3 or more (k) gBF’s, we apply twice or more times (k times) the
binary combination on the generalized level (in the classic minC terminology), i.e. on the free
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M Mi | My | Mg | Mg | Mz | Mgy | My | Ms | Ms | Me | M7 | Mz
mi mo m0 mij mij maj mij moj mij maj mij maj mij mij maj
01 NO2Nb3 0 0 0.16
61 N6 0.10 | 0.20 0.22 0.26
01 Nos 0.10 0 0.12 0.14 | 0.15 0.20 | 0.18 0.41
62 N O3 0 0.20 0.19 0.23 | 0.30 | 0.41 0.42 | 0.70
01N E2063)|| 0 0 0 0.00
02N H1U63)|| 0 0 0.05 0.06
05N 100 ]| 0 0 0.01 || 0.01 | 0.01 | 0.02
O 0 0 0 0
01 0.10 | 0.20 0.08 0.10 | 0.26 | 0.14 | 0.31 0.24 | 0.39 | 0.41 0.62 0.67
02 0.20 | 0.10 0.03 0.04 | 0.10 | 0.05 | 0.17 | 0.09 | 0.17 | 0.15 0.27 | 0.07 0.37 | 0.33
03 0.30 | 0.10 0.10 0.12 0.13 | 0.13 | 0.29 0.23 | 0.37 | 0.39 | 0.31 0.23 1.00
061 0 0 0.02 0.02 0.025( 0.03
062 0 0 0 0 0 0
003 0 0 0 0
01 U 62 0.10 0 0 0 0 0 0 0 0 0 0.01 0
61 U063 0.10 | 0.20 0.02 0.02 0.025( 0.03 | 0.05 0.03 | 0.06 | 0.05
62 U 63 0 0 0 0 0 0 0 0 0 0 0 0
61U02 U603 0 0 0 0 0 0 0 0 0 0

Table 4.1: MinC combination of ghba’s m; and ms on hybrid DSm models M1, ..., M7.

DSm model, (or equivalently k-ary combination on the free DSm model), and after it we use
some proportionalization in the same way as in the case of the minC combination of two gBF’s.
Hence we can see that the minC combination is defined on any DSm model for any k generalized
belief functions.

4.5 Examples of minC combination

Three simple examples for both the static and dynamic fusion on Shafer’s DSm model M? have
been presented in [10]. Nevertheless, for an illustration of all main properties of the generalized
minC rule it is necessary to see, how the rule works on general hybrid DSm models. Therefore
we present examples of fusion on seven different hybrid DSm models My, ..., M7 in this text,
see Table 4.1.

For easier comparison of the generalized minC combination with the hybrid DSm rule we use
the models from Examples 1 — 7, see DSm book Vol. 1 [20], Chapter 4. All the combinations are
applied to two generalized belief functions on a 3-element frame of discernment © = {61,602, 05}.
The hybrid DSm models from the examples are given as it follows:

My 01003005 2 g,

My 600,720, thus also 01 010, 10 0,

Ms: 03N (01U 03) ’ () and hence also 91 N 92 ® 0y N 93 0, M0y 93 s 0,

My = M 01 N 92 ' 090 93 01 N 93 " () and hence also 01N6hN 93 0N (02 Ubs)
02 N (01 U 63) o 03 N (02 U O3) o @ and further D91 ' 0y, 592 =' 0,, D93 =' 05,
Ms: 0 %5 0 (61 is removed from © = {0, 65,05} in fact) thus all X € D® which include

intersection with 6 are forced to be empty (i.e. X = ()), and all Y € D® which include union
with 0, are forced to be equivavent to some element of D Mo

Mg : 91M6 (Z)thus@1U93:92U93:01U02U93

Moz

My

<

Me

93 U ((91 N 92) A3, and all
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other X € D are forced to be empty (i.e. X L 0),
Mz 63U (01 N (92) /\é7 @, i.e. also 03 jé7 0 and 61 N O

Mz M Mz M Mz
01 Z 0, U (01N03) = 0y # 0, 63U (0, NBy) = 63 # 0, and all the other X € D® are
constrained, for more details see [20].

We use the following abbreviations for 4 elements of D®: O for (8;N02)U (01 NO3)U(02N03) =
(91 U 92) N ((91 @] (93) N (92 @] (93), 06, for 6, U (92 N (93) = ((91 @] (92) N (91 U 93), 06, for 65 U ((91 N (93),
and 005 for 03U (01 Néy). Thus O is not any operator here, but just a symbol for abbreviation;
it has its origin in the papers about minC combination [4, 10], see also Chapter 10 in DSm book
Vol. 1 [20].

The generalized BF’s Bel; and Bels are represented by generalized bba’s m; and msy from
the referred Examples 1-—7 again. For the values of gbbm’s m;(A) see the 2nd and 3rd column
of Table 4.1. All elements of the hyper-power set D®, which correspond to the given frame of
the discernment ©, are placed in first column of the table.

For better comparison of different results of the generalized minC combination on different
DSm models we put all the results into one table. Every row of the table body contain an element
A of D®, corresponding values of source ghba’s m;(A), value m®(A), which corresponds to the
free DSm model M/, and gbbm’s mi;(A) corresponding to hybrid DSm models M; — My
referred in the first row of the table head. The fourth column of Table 4.1 present values m°(A)
of the generalized level of the generalized minC combination. These values coincide with the
resulting values m(A) on the free DSm model M/, where values for all elements A € D® are
defined and printed.

To space economizing, we present the DSm models M; together with the resulting gbhbm
values m;;(A) in the corresponding columns of Table 4.1: only values for A € D/(?/‘i are printed.

<

7 /g7

(), thus only 61 U (62 N 63)

The 0 values for A € D® which are constrained (forced by constraints to be empty) are not
M;
printed, similarly the 0 values for X € D® which are M;-equivalent to some A € D/C?/li (A=

M M M
X # A) are also not printed. Thus for example 6; N 0y N O3 = 0,0,N0,N05 = 0,N0y =0

consequently m;;(01 N Oz N @) = 0 in both models M; and My and m;;(61 N 62) = 0 in model
M
Ma, hence the corresponding cells in the table are blank. Similarly 61 N (62 U 03) = 61 N 65,

0 (1 (01 U 03) "2 05 11 05, 003 = 05 U (61 N 0s) "= 05, and O 2 051 (61 U 6y), thus values
mP(X) are added to values m°(A) and m!(X) = m;;(X) = 0 for all such Xs and corresponding

As (A /\éQ X #£ A), i.e. mij(Hl N ((92 U 03)),mij(«92 N ((91 U 03)),mz~j(D03)mzj(D) are forced to
be 0 in DSm model Ms, hence the corresponding cells in the 6th and 7th columns of the table
are also blank. On the other hand there are printed 0 values for m;; (61 U 62) = m;;j(62 U 63) =
mi; (61 U B2 U B3) = m;;(062) = 0 because these 0 values are not forced by constraints of the
model My but they follow values of input gbba’s m; and my. My = MY is Shafer’s DSm
model thus the values are printed just for A € 29 in the 10-th and 11-th columns. For details
on equivalence of A € D® on hybrid DSm models M3, M5, Mg, M7, see Chapter 4 in DSm
book Vol. 1 [20]; for the model M3 see also Example 6 in Chapter 3 of this volume, specially
the 5-th column of Table 3.6 as the model M3 coincides with DSm model My 3 there. There is
no row for () in Table 4.1 as all the cells should be blank there.

Because of the values m;(A) of the used gbba’s m; and msg, there is no difference between
m;1 and m;z on all the models My, ..., M7, moreover, there is also no difference between m;;
and mg; on model M. Trivially, there is no difference on trivial DSm model Mg which have
the only element 03 not equivalent to empty set (D/G\)/tg = {63,0}) thus there is the only possible
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gbbm m(f#3) = 1 on the model Mg. Trivially, there is also no difference among m;; on the free
DSm model M7 because there is no constraint and consequently no proportionalization there.

To economize space in the table again, only columns with different values are printed. Results
m! of the combination step which groups together values m®(X) of M;-equivalent elements of
D® are not presented from the same reason.

4.6 Comparison of the generalized minC combination and
hybrid DSm combination rules

There is presented minC combination of generalized BF’s Bel; and Bels on the free DSm model
and on 7 hybrid DSm models in the previous section. For a comparison of the generalized minC
combination rule with the hybrid DSm rule (DSmH rule), we compute or recall the DSm rule
results on the same DSm models from the examples in DSm book 1 [20], Chapter 4. We
present the results in the same way as there were presented the results of the generalized minC
combination in the previous section, see Table 4.2. From the definitions of the both the rules

MT My Mo M3 My Ms Mg M7
mi m2 Mt MDSmH MDSmH MDSmH MDSmH MDSmH MDSmH MpDSmH
61NO2N0O3 0 0 0.16
01 N 0O 0.10 | 0.20 0.22 0.22
01 N0O3 0.10 0 0.12 0.12 0.14 0.17
02 N O3 0 0.20 0.19 0.19 0.26 0.33
910(92U93) 0 0 0 0.02
02N 01U63)|| 0 0 0.05 0.07
03N 01U62)|| O 0 0.01 0.03 0.03
O 0 0 0 0
61 0.10 | 0.20 0.08 0.08 0.12 0.16 0.18 0.43
2> 0.20 | 0.10 0.03 0.03 0.08 0.12 0.13 0.24 0.24
03 0.30 | 0.10 0.10 0.10 0.17 0.23 0.24 0.39 1.00
06, 0 0 0.02 0.04 0.04
06, 0 0 0 0.01 0.01 0.01
003 0 0 0 0.07
01 U 02 0.10 0 0 0 0.09 0.11 0.11 0.33
01 U063 0.10 | 0.20 0.02 0.02 0.06 0.08 0.17
02 U 03 0 0 0 0 0 0.05 0.05 0.04
01U02U03 0 0 0 0 0 0.07 0.12

Table 4.2: DSmH combination of gbba’s m; and ms on hybrid DSm models My, ..., M+~.

it is obvious that the minC and DSmH rules coincide themselves on the free DSm model and
that they coincide also with the classic DSm (DSmC) rule and with the conjunctive rule of
combination of gBF’s on DSm hyper-power sets. In the examples we can compare the fourth
columns in both the tables.

Trivially, both the rules coincide also on trivial DSm models with the only non-empty
element, see e.g. Mg and the corresponding columns in the tables.

The presented examples are not enough conflicting to present differences between proportion-
alizations prop;; and prop;s. Therefore we add another example for presentation of their differ-
ences and for better presentation of their relation to DSmH rule. For this reason we use a mod-
ified Zadeh’s example on Shafer’s model on 4-element frame of discernment © = {01, 02,603, 0,}:
Mg = M/ (©). The small non-conflicting element is split to two parts #3 and 64 and similarly
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its bbms. In the same time, it is a modification of the example from subsection 5.4.1 from
Chapter 5 in DSm book Vol. 1, where small parts of m(fs U 4) are more specified to 03 and
04 in inputs bba’s, see Table 4.3. When coarsening {01, 62,03,04} to {61,02,05 = 04} in our
present example, we obtain an instance of the classic Zadeh’s example. Hence our example in
Table 4.3 is just one of many possible refinements of Zadeh’s example.

The structure of the table is analogous to that of previous tables. As the whole table
representing D® has 167 rows, all the rows which include only 0s and blank cells are skipped.
Different results of minC using 4 proportionalizations are presented in 5-8th columns of the table.
DSmH results are presented in 9-th column. As it is already mentioned in the introduction,
we cannot forget that Dempster’s rule produces correct results for combination of any 2 belief
functions which correctly represent mutually probabilistically independent evidences, which are
not in full contradiction, on Shafer’s model. Therefore we present also the result of application
of Dempster’s rule in the last column of Table 4.3.

M7 Mg My Mg My Ms | Mg
mi ma mo mii miz ma1 mao mpsmH me
616, O |0 0.9506
6003 |0 |0 0.0098
6,N0; |0 |0 0.0097
0510 |0 |0 0.0001
6.N0B:06, 0 [0 0.0196
6,N0B:06, 0 [0 0.0097
o1 093] 0 0 0.31686 | 0 0.31686 | 0 0 0
6 0 [097 O 0.31686 | 0 0.31686 | 0 0 0
05 0 | 0.01 || 0.0001 || 0.00992 | 0.00992 | 0.01578 | 0.01578 | 0.0001 | 0.20
0. 0.01] 0 0.0002 || 0.00994 | 0.00994 | 0.02166 | 0.02166 | 0.0002 | 0.40
6,06, |0 |0 0 0.31686 | 0.95060 | 0.31686 | 0.95060 | 0.9506 | 0
6,003 |0 |0 0 0 0 0 0 0.0098 | 0
6,U60; |0 |0 0 0 0 0 0 0.0097 | 0
f5U6; || 0.01 | 0.02 || 0.0002 || 0.02954 | 0.02954 | 0.01196 | 0.01196 | 0.0003 | 0.40
6:U65004 0 | 0 0 0 0 0 0 0.0196 | 0
6,U65004 0 | 0 0 0 0 0 0 0.0097 | 0

Table 4.3: Comparison of minC combination, hybrid DSm and Dempster’s rules on a modified
Zadeh’s example on Shafer’s model Mg = M"(0) for a 4-element frame of discernment © =
{61,02,05,04}. (Only non-empty non-zero rows of the table are printed.)

Results of the minC combination are usually more specified (i.e. gbbm’s are located to less
focal elements) in general cases, compare the columns corresponding to the same DSm models in
Tables 4.1 and 4.2, see also comparison in Table 4.3. It holds more when using proportionaliza-
tions prop;1, which produce more specified results than proportionalizations prop;o do. There
are also examples, where it is not possible to say which rule produces more of less specified
results. It is in cases of totally conflicting focal elements, where all input gbbm’s corresponding
to these elements are assigned to X = () by m® = m ;.

Moreover the counter examples arise in a special cases of input gBF’s with focal elements
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which are all totally conflicting and some of them assign(s) gbba to overlapping element(s)
of frame of discernment. For example, let us assume hybrid DSm model My and gBF’s
Bels, Bely, Bels given by gbba’s ms(01) = 1, my(02 N 63) =1 and ms(0; Nl N O3) = 1.

When combining Bels and Bely using propse we obtain a counter example for static fusion:
m11(91) = m11(¢92 N (93) = m11(91 @] (92 N 93)) = 1/3, m12(91 @] (92 N (93)) = 1, mzl(X) =
1/12, mga(01 U O U f3) = 1, whereas for DSmH we obtain mpgm,m (61 U (62 N 0O3)) = 1, ie.
mpsmp(861) = 1. We can immediately see that 61 Uf3U603 D 01U (62 N603). When using propa;
it not possible to say which of the rules produces more specified results as mo; assigns 1/12 to
every element of model M: one of them is equal to 06 = 01 U (03N 03) (to what DSmH assigns
1), 4 of them are subset of 06y, 3 of them are supersets of 06; and 4 of them are incomparable.

When combining Bels and Bels using props; we obtain a similar case for dynamic fusion:
mi1(61) = maa(61) = ma2(601) = mpsma(61) = 1 and moy(X) = 1/12 for all § # X € DY, .
map assigns 1/12 to every element of model M again: one of them is equal to 6; (to what
DSmH assigns 1, 1 of them 61 N 03 is subset of 61, 4 of them (|:|(91, 01 Uby,60; Ub3,00 U0 U 03)
are supersets of 1 and other 6 of them are incomparable.

A detail study of situations where it is not possible say whether minC combination produces
more specified results and situations where DSmH rule produces more specified results is an
open problem for future.

The principal difference between the minC combination and the hybrid DSm rule is the
following: DSmH rule handles separately individual multiples of gbbm’s m(X)mo(Y) and
assign them to intersection (if non-empty) or to union (if non-empty) of focal elements X and Y.
Whereas the minC combination groups together all the multiples, where X NY are mutually M-
equivalent and assigns the result to X NY (if non-empty) or proportionalizes it to focal elements
derived from U(X N Y) Hence multiples mi(ﬁl)mng N 93),mi(91)mj(91 N6y N 93),’”%((91 N
O2)m;(62 N O3), m;(01 N ba)m;(61 Ny NBO3) and other M-equivalent are reallocated all together
in the minC combination. Similarly multiples m;(01)m;(62), m;(01)m;(61 N 62), m;(0C01)m; (61 N
(92), ml(ﬁl N Gz)mj(ﬁl @] (92), mz(ﬁl N 92)mj ((91 Uéby U (93) and other M-equivalent are reallocated
also all together in the minC combination. This is also the reason of minC results in the special
cases, where X UY C (J(X NY) and m*(Z) = 0 for all Z € DY, as in the previous paragraph.

The other principal difference is necessity of n-ary version of the rule for DSmH. Whereas
we can apply (n-1) times computation of binary m" and some proportionalization after, in the
case of the binary minC combination.

4.7 Related works.

We have to remember again the comparison of classic minC with DSmH on Shafer’s DSm model
at first, see Chapter 10 in [20].

To have a solid theoretical background for comparison of DSm rules with the classic ones,
a generalization of Dempster’s rule, Yager’s rule [23], and Dubois-Prade rule [13] has been
presented in [6, 7], see also Chapter 3 in this volume, and the generalized minC combination
in [8].

We cannot forget for new types of DSm rules, especially Proportional Conflict Redistribution
Rules [21], which are "between” DSmC and DSmH rules on one side and minC approach on the
other side. Comparison of these rules with the generalized minC approach is a very interesting
task for forthcoming research.
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We have to mention also works by Besnard [1] and his collaborators Jaouen [16] and Perin
[18], who propose to replace the classical Boolean algebras with a distributive lattice, hoping it
might solve Smets’ bomb issue. Their distributed lattice generated on a frame of discernment is
the free DSm model in fact, it also coincides with a lattice £(©) in minC combination. Moreover
these authors use a conflicting relation for a construction of their evidential structure. There
is no concept of negation similarly to DSm approach. Comparison of the conflicting relation
with DSm constraints and of the evidential structures with hybrid DSm models is still an open
problem for future research to formulate a relation between the two independently developed
approaches to belief combination on distributive lattices. Nevertheless neither this issue really
new as it has been started and unfortunately unfinished by Philippe Smets in 2004 /2005.

4.8 Conclusion

The minC combination rule generalized to DSm hyper-power sets and general hybrid DSm
models has been presented both for static and dynamic fusion of generalized belief functions.

Examples of the generalized minC combination on several hybrid DSm models have been
presented and discussed. After it, a comparison of the generalized minC combination and the
hybrid DSm rule has been performed and several open problems for a future research has been
defined.

A step for inclusion of minC combination into family of DSm combination rules has been
done.
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Pre-Boolean algebra, ordered DSmT
and DSm continuous models
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Arcueil, F 94114, France.

Abstract: When implementing the DSmT, a difficulty may arise from the possible
huge dimension of hyper-power sets, which are indeed free structures. However, it is
possible to reduce the dimension of these structures by involving logical constraints.
In this chapter, the logical constraints will be related to a predefined order over the
logical propositions. The use of such orders and their resulting logical constraints
will ensure a great reduction of the model complexity. Such results will be applied to
the definition of continuous DSm models. In particular, a simplified description of
the continuous impreciseness is considered, based on impreciseness intervals of the
sensors. From this viewpoint, it is possible to manage the contradictions between
continuous sensors in a DSmT manner, while the complexity of the model stays
handleable.

5.1 Introduction

Recent advances [6] in the Dezert Smarandache Theory have shown that this theory was able
to handle the contradiction between propositions in a quite flexible way. This new theory has
been already applied in different domains; e.g.:

e Data association in target tracking [9],
e Environmental prediction [2].

Although free DSm models are defined over hyper-power sets, which sizes evolve exponentially
with the number of atomic propositions, it appears that the manipulation of the fusion rule
is still manageable for practical problems reasonably well shaped. Moreover, the hybrid DSm
models are of lesser complexity.

If DSmT works well for discrete spaces, the manipulation of continuous DSm models is still an
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unknown. Nevertheless, the management of continuous data is an issue of main interest. It is
necessary for implementing a true fusion engine for localization informations; and associated
with a principle of conditioning, it will be a main ingredient for implementing filters for the
localization. But a question first arises: what could be an hyper-power set for a continuous
DSm model? Such first issue does not arises so dramatically in Dempster Shafer Theory or for
Transfer Belief Models [7]. In DST, a continuous proposition could just be a measurable subset.
On the other hand, a free DSm model, defined over an hyper-power set, will imply that any
pair of propositions will have a non empty intersection. This is disappointing, since the notion
of point (a minimal non empty proposition) does not exist anymore in an hyper-power set.

But even if it is possible to define a continuous propositional model in DST/TBM, the manip-
ulation of continuous basic belief assignment is still an issue [4, 8]. In [4], Ristic and Smets
proposed a restriction of the bba to intervals of IR. It was then possible to derive a mathemat-
ical relation between a continuous bba density and its Bel function.

In this chapter, the construction of continuous DSm models is proposed. This construction is
based on a constrained model, where the logical constraints are implied by the definition of an
order relation over the propositions.

A one-dimension DSm model will be implemented, where the definition of the basic belief as-
signment relies on a generalized notion of intervals. Although this construction has been fulfilled
on a different ground, it shares some surprising similarities with Ristic and Smets viewpoint.
As in [4], the bba will be seen as density defined over a 2-dimension measurable space. We will
be able to derive the Belief function from the basic belief assignment, by applying an integral
computation. At last, the conjunctive fusion operator, &, is derived by a rather simple integral
computation.

Section 5.2 makes a quick introduction of the Dezert Smarandache Theory. Section 5.3 is about
ordered DSm models. In section 5.4, a continuous DSm model is defined. This method is re-
stricted to only one dimension. The related computation methods are detailed. In section 5.5,
our algorithmic implementation is described and an example of computation is given. The paper
is then concluded.

5.2 A short introduction to the DSmT

The theory and its meaning are widely explained in [6]. However, we will particularly focus on
the notion of hyper-power sets, since this notion is fundamental subsequently.

The Dezert Smarandache Theory belongs to the family of Fvidence Theories. As the Demp-
ster Shafer Theory [3] [5] or the Transferable Belief Models [7], the DSmT is a framework for
fusing belief informations, originating from independent sensors. However, free DSm models
are defined over Hyper-power sets, which are fully open-world extensions of sets. It is possible
to restrict this full open-world hypothesis by adding propositional constraints, resulting in the
definition of an hybrid Dezert Smarandache model.

The notion of hyper-power set is thus a fundamental ingredient of the DSmT. Hyper-power
sets could be considered as a free pre-Boolean algebra. As these structures will be of main
importance subsequently, the next sections are devoted to introduce them in details. As a
prerequisite, the notion of Boolean algebra is quickly introduced now.
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5.2.1 Boolean algebra
Definition. A Boolean algebra is a sextuple (®, A, V,—, L, T) such that:

® is a set, called set of propositions,
e | T are specific propositions of ®, respectively called false and true,
e —: P — P is a unary operator,

e N: DX P — dand V:P x P — P are binary operators,
and verifying the following properties:

Al. A and V are commutative:

Vo, €@, gAY =Y Npand oV Y =9V ¢,

A2. A and V are associative:

Vo, h,ne @, (pAY)An=0 N (A7) and (pVY)Vn=0¢V (Y V),

A3. T is neutral for A and L is neutral for V:
Voe®, pAT =¢and oV L =0¢,

A4. A and V are distributive for each other:
Vo, p,me @, ¢A (VYY) =(dAY)V(dAnN) and ¢V (P An) = (V) A(dVn),

Ab5. — defines the complement of any proposition:
Voed, pN—-¢p=1Land ¢pV-p=T.

The Boolean algebra (®,A,V,—, L, T) will be also referred to as the Boolean algebra ®, the
structure being thus implied. An order relation C is defined over ¢ by:

Vo €D, $Ch Es pAp=6.

Fundamental examples. The following examples are two main conceptions of Boolean al-
gebra.

Example 1. Let Q be a set and P(S) be the set of its subsets. For any A C €, denote
~ A=Q\ A its complement. Then (P(Q), N, U, ~, 0, Q) is a Boolean algebra.

The proof is immediate by verifying the properties Al to Ab5.

Example 2. For anyi € {1,...,n}, let 6; = {0,1}~1 x {0} x {0,1}"%. Let © = {fy,...,0,}
and denote L =0, T = {0,1}" and B(©) = P({0,1}") . Define the operators A, V and — by
OGNV =N, ¢V =0¢dUY and = =T \ ¢ for any ¢, € B(O). Then (B(@),/\,\/,—',J_,T)

1s a Boolean algebra.

The second example seems just like a rewriting of the first one, but it is of the most im-
portance. It is called the free Boolean algebra generated by the set of atomic propositions ©.
Figure 5.1 shows the structure of such algebra, when n = 2. The free Boolean algebra B(0) is
deeply related to the classical propositional logic: it gives the (logical) equivalence classes of the
propositions generated from the atomic propositions of ©. Although we give here an explicit
definition of B(©) by means of its binary coding P ({0, 1}"), the truly rigorous definition of B(©)
is made by means of the logical equivalence (which is out of the scope of this presentation).
Thus, the binary coding of the atomic propositions #; € © is only implied.
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a alb aN—b aV —b

—a —aAb | —aA—b —a Ab

Figure 5.1: Boolean algebra B({a,b}); (partial)

Fundamental proposition.

Proposition 3. Any Boolean algebra is isomorph to a Boolean algebra derived from a set, i.e.

(P(Q)v MU, ~, Q)v Q) .

Proofs should be found in any good reference; see also [1].

5.2.2 Hyper-power sets

Definition of hyper-power set. Let’s consider a finite set © of atomic propositions, and
denote (B(©),A,V,—, L, T) the free Boolean algebra generated by ©. For any ¥ C P(0),
define ¢(X), element of B(0), by! ¢(X) =V 5 Ageo 8- The set < © >= {p(¥) /& C P(O)}
is called hyper-power set generated by ©.

It is noticed that both L = (@) and T = ¢(P(0)) are elements of < © >. Figure 5.2 shows
the structure of the hyper-power set, when n = 2. Typically, it appears that the elements of
the hyper-power set are built only from —-free components.

| (I | | I
T _ —

1 alb a b aVb T

Figure 5.2: Hyper-power set < a,b >={L1l,a Ab,a,b,aV b, T}

Example 3. Hyper-power set generated by © = {a,b,c}.
<a,b,c>= {J_,a,b,c,a/\b/\c,a/\b,b/\c,c/\a,a\/b\/c,T
aVbbVeeceVa,(anb)Ve (bAc)Va,(cNa)Vb,
(aVb)Ae,(bVe)Aa,(cVa)Ab(anb)V(bAc)V (cha)}

The following table associates some ¥ C P(O) to their related hyper-power element p(X).

Tt is assumed \/¢€® = 1 and /\¢€@ =T.
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This table is partial; there is indeed 256 possible choices for X. It appears that ¢ is not
one-to-one:

b)) | »(X) | reduced form in < © >
0 1L L
{0} T T
{{a}; {b};{c}} aVbVe aVbVve
{{a,b};{b,c};{c,a}} (anb)V(bAc)Vena) |(anb)V(bAc)V (cAa)
{{a,c}; {b,c};{ab,c}} | (anc)V(bAC)V(aAbAc) (aVb)Ae
{H{a, c}; {b,c}} (anc)V(bAc) (aVb)Ae

Remark. In the DSmT book 1 [6], the hyper-power sets have been defined by means of the
Smarandache encoding. Our definition is quite related to this encoding. In fact this encoding
is just implied in the definition of .

Hyper-power set as a free pre-Boolean algebra. It is easy to verify on example 3 that
< © > is left unchanged by any application of the operators A and V. For example:

(aAb)A((bAc)Va)=(aAbAbAC)V(aAbANa)=aAb.
This result is formalized by the following proposition.

Proposition 4. Let ¢, €< © >. Then ¢ A1) €< O > and ¢V €< O >.

Proof. Let ¢, €< O >.
There are ¥ C P(O) and I' C P(O) such that ¢ = p(2) and ¢ = ¢(T').
By applying the definition of ¢, it comes immediately:

pE)vem =\ A¢.

ceXUl' Oeo

It is also deduced:

p(3) A p(T) = <\/ /\0> /\<\/ /\9).

ceX 0eo vl Oey

By applying the distributivity, it comes:

w(E)Aw(F)=\/\/<</\9>A</\9>>: V. Ao

ocex yel Oco ey (o,7)€TXT OcoUy
Then p(X) Ap(T) = o(A), with A = {o U~ / (5,7) e ExT}.

ooo

Corollary and definition. Proposition 4 implies that A and V infer inner operations within
< © >. As a consequence, (< O > AV, L, T) is an algebraic structure by itself. Since it does
not contains the negation —, this structure is called the free pre-Boolean algebra generated by

©.
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5.2.3 Pre-Boolean algebra

Generality. Typically, a free algebra is an algebra where the only constraints are the intrin-
sic constraints which characterize its fundamental structures. For example in a free Boolean
algebra, the only constraints are Al to A5, and there are no other constraints put on the
propositions. But conversely, it is indeed possible to derive any algebra by constraining its
free counterpart. This will be our approach for defining pre-Boolean algebra in general: a pre-
Boolean algebra will be a constrained free pre-Boolean algebra. Constraining a structure is a
quite intuitive notion. However, a precise mathematical definition needs the abstract notion of
equivalence relations and classes. Let us start with the intuition by introducing an example.

Example 4. Pre-Boolean algebra generated by © = {a,b,c} and constrained by a N\b = a A c
and a Nc="bAc.

For coherence with forthcoming notations, these constraints will be designated by using the set
of propositional pairs I' = {(a Ab,a Ac),(a Ae,bAc)}.

The idea is to start from the free pre-Boolean algebra < a,b,c >, propagate the constraints, and
then reduce the propositions identified by the constraints.

1t is first deduced a Nb=aNc=bANc=aNbAec.

It follows (a Nb)Ve=c, (bAc)Va=a and (cNa)Vb=Dh.

Also holds (aVb)ANc=(bVe)ANa=(cVa)ANb=(aAb)V (bAc)V(cAha)=aANbAc.

By discarding these cases from the free structure < a,b,c >, it comes the following constrained
pre-Boolean algebra:

<a,b,c>r= {J_,a/\b/\c,a,b,c,a\/b,b\/c,c\/a,a\/b\/c,T}

Of course, it is necessary to show that there is actually no further reduction in < a,b,c >p.
This is done by explicating a model; for example the structure of figure 5.5.

T -7 T -7 T 7
\ / \ / \ /
A -7 Y 7
\ / \ /
\ / \ /
N/ N\ / AN N\ /
vV v v
aANbAc a b c

T 7
\ /
Aol -7
\ /
\ /
AN \ /
v v
aVb bVe cVa aVbVe

Figure 5.3: Pre-Boolean algebra < a,b,c >p; (L and T are omitted)

For the reader not familiar with the notion of equivalence classes, the following construction
is just a mathematical formalization of the constraint propagation which has been described in
example 4. Now, it is first introduced the notion of morphism between structures.
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Magma. A (A,V, L, T)-magma, also called magma for short, is a quintuple (®,A,V, L, T)
where @ is a set of propositions, A and V are binary operators on ®, and | and T are two
elements of ®.

The magma (®,A,V, L, T) may also be referred to as the magma ®, the structure being thus
implied. Notice that an hyper-power set is a magma.

Morphism. Let (®,A,V, L, T) and (¥,A,V, L, T) be two magma. A morphism p from the
magma ® to the magma W is a mapping from ® to ¥ such that:

o (@A) =pu(@) Apu() and p(o V) = u(@) vV u(¥),

o p(L)=_Land pu(T)=T.
A morphism is an isomorphism if it is a bijective mapping. In such case, the magma ® and the
magma W are said to be isomorph, which means that they share the same structure.

The notions of (A, V)-magma and of (A, V)-morphism are defined similarly by discarding L and
T.

Propagation relation. Let < © > be a free pre-Boolean algebra. Let ' C< © > x < © >
be a set of propositional pairs; for any pair (¢,1) € I' is defined the constraint ¢ = 1. The
propagation relation associated to the constraints, and also denoted I', is defined recursively by:

o ¢l'p, for any ¢ €< O >,
o If (¢,) €T, then ¢I'th and ¢YI'¢,
o If ¢pI'tp and ¥I'n, then ¢I'n,

o If pI'n and YT'C, then (¢ A)['(n A () and (¢ V )['(n V()

The relation I' is thus obtained by propagating the constraint over < © >. It is obviously
reflexive, symmetric and transitive; it is an equivalence relation. An equivalence class for T’
contains propositions which are identical in regards to the constraints.

It is now time to define the pre-Boolean algebra.

Pre-Boolean algebra.

Proposition 5. Let be given a free pre-Boolean algebra < © > and a set of propositional pairs
I'c<©® > x<0O>. Then, there is a magma < © >r and a morphism p < @ >—< O >r
such that:

{ p(<©>)=<6>r,

Vo, €< O >, u(e) = p(y) <= ol'y.

The magma < © >r is called the pre-Boolean algebra generated by © and constrained by the
constraints ¢ = 1 where (¢,¢) € T'.

Proof. For any ¢ €< © >, define ¢r = {1,!) €< O > / @bfgb}; this set is called the class of ¢
for I'.
It is a well known fact, and the proof is immediate, that ¢r = ¢r or ¢r N = () for any
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¢, €< O > in particular, ¢r = Yr <= oI').

Now, assume nr = ¢r and (r = ¥r, that is n['¢ and (Ty.

It comes (n A Q)T (¢ A ) and (nV T (o V ).

As a consequence, (n AQ)r = (¢ AY)p and (nV r = (¢ V Y)r.
At last:

(= or and &o = ¥r) = (1A Qr = (6 A ) and (9 v Ir = (6V )r)

The proof is then concluded easily, by setting:

<O©>p={¢r /pe<O >},
Vo,p €< O >, ¢r AYr = (¢ AY)r and ¢r Vyr = (¢ VU)r ,
Vo €< O >, (o) = or .

ooo

From now on, the element p(¢), where ¢ €< © >, will be denoted ¢ as if ¢ were an element of
< © >p. In particular, u(¢) = u(y) will imply ¢ = ¢ in < © >p (but not in < © >).

Proposition 6. Let be given a free pre-Boolean algebra < © > and a set of propositional pairs
'C<O®>x<O>. Let <O >p and < © >1. be pre-Boolean algebras generated by © and
constrained by the family I'. Then < © >r and < © >[. are isomorph.

Proof. Let f1:< ©® >—< © >p and ¢/ :< © >—< O >, be as defined in proposition 5.
For any ¢ €< © >, define v(u(¢)) = p/'(¢).
Then, v(p(¢)) = v(pu(y)) implies 1/ (¢) = 1/ ().
By definition of 4/, it is derived ¢I't) and then p(¢) = ().
Thus, v is one-to-one.
By definition, it is also implied that v is onto.

oooa

This property thus says that there is a structural uniqueness of < © >r.

Example 5. Let us consider again the pre-Boolean algebra generated by © = {a,b,c} and con-
strained by aNb=aANc and aNc=>bAc. In this case, the mapping p :< © >—< O > is
defined by:
o u({L}) = {1} u({a,0ne)va}) ={a}, n({b(cAha)v}) = {b},
u({c, (anb)V C}) ={c}, u({avbve}) ={avbVve}, u({T}) ={T},
e u({avd}) ={avbd}, u({bvel) ={bve}, p({cva}) ={cval},

° ,u({a/\b/\c,a/\b,b/\c,c/\a,(a\/b)/\c,(b\/c)/\a,(c\/a)/\b,
(a/\b)\/(b/\c)V(c/\a)}) ={aAbAc}.
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Between sets and hyper-power sets.

Proposition 7. The Boolean algebra (P(@), N, U, ~,0, @), considered as a (\,V, L, T)-magma,
1s isomorph to the pre-Boolean algebra < © >p, where I' is defined by:

F:{(9A19,J_)/«9,19€@and&#ﬁ}U{(\/ 9,T>} .

0cO

Proof. Recall the notation ¢(X) = \/, c5; Age, 0 for any £ C P(O).
Define p1 :< © >— P(0) by setting? 1(¢0(2)) = U,ex Npeo {0} for any & C P(O).
It is immediate that g is a morphism.
Now, by definition of T, 1(¢(X)) = p((A)) is equivalent to ¢(X)Ip(A).
The proof is then concluded by proposition 6.

ooa

Thus, sets, considered as Boolean algebra, and hyper-power sets are both extremal cases of the
notion of pre-Boolean algebra. But while hyper-power sets extend the structure of sets, hyper-
power sets are more complex in structure and size than sets. A practical use of hyper-power
sets becomes quickly impossible. Pre-Boolean algebra however allows intermediate structures
between sets and hyper-power sets.

A specific kind of pre-Boolean algebra will be particularly interesting when defining the DSmT.
Such pre-Boolean algebra will forbid any interaction between the trivial propositions 1, T and
the other propositions. These algebra, called insulated pre-Boolean algebra, are characterized
now.

Insulated pre-Boolean algebra. A pre-Boolean algebra < © >r verifies the insulation
property if I € (< © > \{L,T})) x (<©>\{L,T})).

Proposition 8. Let < © >r a pre-Boolean algebra verifying the insulation property. Then
holds for any ¢, €< © >p:

pANYp=1L=(p=Lory=1),
GNY=T=(p=T oryp=T).

In other words, all propositions are independent with each other in a pre-Boolean algebra with
insulation property.

The proof is immediate, since it is impossible to obtain ¢ AL or ¢ VyI'T without involv-
ing | or T in the constraints of I'. Examples 3 and example 4 verify the insulation property.
On the contrary, a non empty set does not.

Corollary and definition. Let < © >r be a pre-Boolean algebra, verifying the insulation prop-
erty. Define < © >»pr=< © >p \{L, T}. The operators A and V restrict to < © >r, and
(<< O >r, A, \/) is an algebraic structure by itself, called insulated pre-Boolean algebra. This
structure is also referred to as the insulated pre-Boolean algebra < © .

*It is defined Ny, 0 = O.
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Proposition 9. Let < © >p and < © >1. be pre-Boolean algebras with insulation properties.
Assume that the insulated pre-Boolean algebra < © >>r and < © >[ are (A,V)-isomorph.
Then < © >p and < © >1. are isomorph.

Deduced from the insulation property.

All ingredients are now gathered for the definition of Dezert Smarandache models.

5.2.4 The free Dezert Smarandache Theory

Dezert Smarandache Model. Assume that © is a finite set. A Dezert Smarandache model
(DSmm) is a pair (©,m), where © is a set of propositions and the basic belief assignment m is
a non negatively valued function defined over < © > such that:

Yoomg)= > m(¢)=1.

PE<O> PEKLO>

The property » PE<O> m(¢) = 1 implies that the propositions of © are exhaustive.

Belief Function. Assume that © is a finite set. The belief function Bel related to a bba m
is defined by:

Vo <O >, Bellg)= > m). (5.1)

PECO>YPC
The equation (6.1) is invertible:
Vo <O > m(¢) =Bel(g) — > m(¥).

Pe<O>:1pCo

Fusion rule. Assume that © is a finite set. For a given universe ©, and two basic belief
assignments mq and mg, associated to independent sensors, the fused basic belief assignment is
m1 @ me , defined by:

my @ ma(p) = Z mi(¢1)ma(e) . (5.2)
1, P2 ESO> 1 Aha=¢

Remarks. It appears obviously that the previous definitions could be equivalently restricted
to < © >, owing to the insulation properties.

From the insulation property (¢ # L and ¢ # 1) = (¢ A1) # L and the definition of the
fusion rule, it appears also that these definitions could be generalized to any algebra < © >r
with the insulation property.

5.2.5 Extensions to any insulated pre-Boolean algebra

Let < © >r be an insulated pre-Boolean algebra. The definition of bba m, belief Bel and
fusion @ is thus kept unchanged.

e A basic belief assignment m is a non negatively valued function defined over < © >>r

such that:
> me)=1.

PEKLO>T
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e The belief function Bel related to a bba m is defined by:

Vo €< O >, Bel(¢) = > my).

PYEKLO>Tr Y Coh

e Being given two basic belief assignments m; and meo, the fused basic belief assignment
m1 @ meo is defined by:

my @ ma(¢) = > ma(Pr)ma(¢2) .

P1,P2€KLO>T P ANpa=0¢

These extended definitions will be applied subsequently.

5.3 Ordered DSm model

From now on, we are working only with insulated pre-Boolean structures.

In order to reduce the complexity of the free DSm model, it is necessary to introduce logical
constraints which will lower the size of the pre-Boolean algebra. Such constraints may appear
clearly in the hypotheses of the problem. In this case, constraints come naturally and approx-
imations may not be required. However, when the model is too complex and there are no
explicit constraints for reducing this complexity, it is necessary to approximate the model by
introducing some new constraints. Two rules should be applied then:

e Only weaken informations®; do not produce information from nothing,
e minimize the information weakening.

First point guarantees that the approximation does not introduce false information. But some
significant informations (e.g. contradictions) are possibly missed. This drawback should be
avoided by second point.

In order to build a good approximation policy, some external knowledge, like distance or order
relation among the propositions could be used. Behind these relations will be assumed some
kind of distance between the informations: more are the informations distant, more are their
conjunctive combination valuable.

5.3.1 Ordered atomic propositions

Let (©, <) be an ordered set of atomic propositions. This order relation is assumed to describe
the relative distance between the information. For example, the relation ¢ < ¢ < 7 implies
that ¢ and 1 are closer informations than ¢ and 7. Thus, the information contained in ¢ A7 is
stronger than the information contained in ¢ A . Of course, this comparison does not matter
when all the information is kept, but when approximations are necessary, it will be useful to be
able to choose the best information.

3Typically, a constraint like ¢ A 9 A1 = ¢ A ) will weaken the information, by erasing 1 from ¢ A A 7.



142 PRE-BOOLEAN ALGEBRA, ORDERED DSMT AND DSM CONTINUOUS MODELS

Sketchy example. Assume that 3 independent sensors are giving 3 measures about a con-
tinuous parameter, that is x, y and z. The parameters x,y, z are assumed to be real values,
not of the set IR but of its pre-Boolean extension (theoretical issues will be clarified later?).
The fused information could be formalized by the proposition z Ay A z (in a DSmT viewpoint).
What happen if we want to reduce the information by removing a proposition. Do we keep
xAy,yNzoraxzAz? Thisis of course an information weakening. But it is possible that one
information is better than an other. At this stage, the order between the values z,y, z will be
involved. Assume for example that z <y < z. It is clear that the proposition z A z indicates a
greater contradiction than x Ay or y A z. Thus, the proposition x A z is the one which should
be kept! The discarding constraint x <y < z=x Ay Az =1z A z is implied then.

5.3.2 Associated pre-Boolean algebra and complexity.

In regard to the previous example, the insulated pre-Boolean algebra associated to the ordered
propositions (0, <) is < © >, where I is defined by:

P={(pAVADdAN)/d,0,nEO and ¢ <9 <n}.

The following property give an approximative bound of the size of < © >>r in the case of a
total order.

Proposition 10. Assume that (©,<) is totally ordered. Then, < © >>r is a substructure of
the set ©2 .

proof. Since the order is total, first notice that the added constraints are:
Vo,1h,m € O, ¢ A A =min{¢,v,n} Amax{p,v,n} .
Now, for any ¢ € ©, define giv) by®:

o2 {(p1,02) €0 /o1 < ¢ < 02}
It is noteworthy that:

NP = {(p1,92) € ©2 /o1 < min{p, ¥} and max{e, ¥} < 2}
and
dNYNi = {(p1,92) € O2 /o1 < min{p,,n} and max{p,v,n} < 2} .
By defining m = min{,«,n} and M = max{¢,v,7} , it is deduced:
dnPNi=mnM . (5.3)

Figure 5.4 illustrates the construction of 45, gEﬂ 1Z and property (5.3).

“In particular, as we are working in a pre-Boolean algebra, Ay makes sense and it is possible that z Ay # L
even when z # vy .
Swherethesymbol® means equals by definition.
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Let A C P(©?) be generated by giv)|¢69 with N and U, ie.:

A= U{UGna)

n>0

/

/
s P2=P1

®1

PNy

Figure 5.4: Construction of é
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A consequence of (5.3) is that A is an insulated pre-Boolean algebra which satisfies the

constraints of I'. Then, the mapping:

~

is an onto morphism of pre-Boolean algebra.
Now, let us prove that — is a one-to-one morphism.

Lemma 11. Assume:

U@nét)

k=1

Then:

Vk, 31, min{¢t, o7} < min{e}, ¢?} and max{¢}, ¢7} > max{y}, v?}

and

KO>r — A

n ng

\V N\ b — U (VPes . where ¢ €0

k=11=1

l

Vi, 3, ¢pNE C P NP7

Proof of lemma. Let k € [1,n].

Define m = min{¢}, ¢2} and M = max{¢}, o7} .

Then holds (m, M) € q;,lg N ggi, implying (m, M) € U2, (1511 N 1212) )
Let [ be such that (m, M) € 1511 N 1,7)12 :

Then m < min{¢},¢?} and M > max{y},¢?}.

At last, ¢} N @7 C o} N7

oo

(1,7)11 qulz) , where gi)i; , 1/)1] €0O.

LC s
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From inequalities min{¢;, ¢2} < min{¢},¢?} and max{¢},¢7} > max{y},¢?} is also
deduced (¢} A ¢2) A (Y AYF) = ¢p A ¢2 (definition of T).

This property just means (b,%; A gbi C wll A wlz . It is lastly deduced:

Lemma 12. Assume:

U((ﬁ,lgﬂq;z) C U(zzllﬂlllz) ,  where gbj , wlj €0.
k=1 1

=1

Then: .
\/ or N R) C \/ W A7)

k=1

From this lemma, it is deduced that - is one to one.
At last — is an isomorphism of pre-Boolean algebra, and < © > is a substructure of
02.

ooo

5.3.3 General properties of the model

In the next section, the previous construction will be extended to the continuous case, ie.
(R, <). However, a strict logical manipulation of the propositions is not sufficient and instead
a measurable generalization of the model will be used. It has been seen that a proposition of
< © > could be described as a subset of ©2. In this subsection, the proposition model will
be characterized precisely. This characterization will be used and extended in the next section
to the continuous case.

Proposition 13. Let ¢ €< O > .
Then ~(¢) C T , where T = {(¢,¢) € ©2 /¢ < ¥} .
Proof. Obvious, since V¢ € O, 45 cT.

ooo

Definition 14. A subset § C ©? is increasing if and only if:

V(g,9) €0, V<o, VC=4, (n.¢)€0.

Let U = {9 - ’T/ 0 is increasing and 6 @} be the set of increasing non-empty subsets of
7T . Notice that the intersection or the union of increasing non-empty subsets are increasing
non-empty subsets, so that (U,N,U) is an insulated pre-Boolean algebra.

Proposition 15. For any choice of ©, {~(¢)/p e< O >} CU .
When © is finite, U = {v(¢)/¢ S 4C) >>r} .

Proof of D. Obvious, since 45 is increasing for any ¢ € ©.

Proof of C. Let § € U and let (a,b) € 6.
Since aNb = {(a,ﬁ) € @2/a <aand 8 > b} and @ is increasing, it follows a Nb C 6.
At laSt, 9 — U(a,b)e@ d N lu) — (v(a,b)eﬁ a N b) .
Notice that \/(a,b) cp a A\ b is actually defined, since 6 is finite when © is finite.
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ooa

Figure 5.5 gives an example of increasing subsets, element of U.

When infinite V-ing are allowed, notice that & may be considered as a model for < © > even

/
s

Figure 5.5: Example of increasing subset 6 € U

if © is infinite. In the next section, the continuous pre-Boolean algebra related to (IR, <) will
be modeled by the measurable increasing subsets of {(z,y) € R?/z < y}.

5.4 Continuous DSm model

In this section, the case ® = IR is considered.

Typically, in a continuous model, it will be necessary to manipulate any measurable propo-
sition, and for example intervals. It comes out that most intervals could not be obtained by
a finite logical combination of the atomic propositions, but rather by infinite combinations.
For example, considering the set formalism, it is obtained [a,b] = ,¢[q ;{2 }, which suggests
the definition of the infinite disjunction “\/ze[a’b] x”. It is known that infinite disjunctions are
difficult to handle in a logic. It is better to manipulate the models directly. The pre-Boolean
algebra to be constructed should verify the property @ < y < z =z AyAz =z Az. As
discussed previously and since infinite disjunctions are allowed, a model for such algebra are
the measurable increasing subsets.

5.4.1 Measurable increasing subsets

A measurable subset A C IR? is a measurable increasing subset if:

V(z,y) €A, v <y,
V(z,y) € A, Va<x,Vb>y, (a,b) € A.

The set of measurable increasing subsets is denoted U.

Example. Let f: IR — IR be a non decreasing measurable mapping such that f(x) > x for
any = € IR. The set {(ac, y) € IR2/f(:c) < y} is a measurable increasing subset.

“Points”. For any x € IR, the measurable increasing subset & is defined by:
i={(a,b)eR* /a<z<b}.

The set & is of course a model for the point z € IR within the pre-Boolean algebra (refer to
section 5.3).
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Generalized intervals. A particular class of increasing subsets, the generalized intervals,
will be useful in the sequel.

For any = € IR, the measurable sets & and & are defined by:

i ={(a,b) eR* /a<band z <b},
i={(a,b) e R* /a<banda <z} .

The following properties are derived:
F=xnié,r= [J £ and #= | 2
z€[w, 400 z€]—00,z]

Moreover, for any x,y such that x <y, it comes:

2€[zy]

As a conclusion, the set &, # and & Ny (with < y) are the respective models for the intervals
[x,4+00[, | — 0o, z] and [z,y] within the pre-Boolean algebra. Naturally, the quotation marks"
(opening) and “(closing) are used respectively for opening and closing the intervals. Figure 5.6
illustrates various cases of interval models.

At last, the set x Ny, where x,y € IR are not constrained, constitutes a generalized definition of

7/
7/
7
7

M
|
|
|

-
A
r
S
H [
|
|
1

Ve

[y v
/ iy
g /4‘

Yy X

s
oo
|

X

Y Yy

7/
2 ie. [x,+oo| £ ie. | — o0o,x] xNY; z<yie [z, TNY; x>y

Figure 5.6: Interval models

the notion of interval. In the case x < y, it works like “classical” interval, but in the case = > v,
it is obtained a new class of intervals with negative width (last case in figure 5.6). Whatever,
T Ny comes with a non empty inner, and may have a non zero measure.

The width § = 5= of the interval & N7 could be considered as a measure of contradiction

associated with this proposition, while its center p = zTer should be considered as its median

value. The interpretation of the measure of contradiction is left to the human. Typically, a
possible interpretation could be:
e § < 0 means contradictory informations,

e ) = 0 means exact informations,

e ¢ > 0 means imprecise informations.
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It is also noteworthy that the set of generalized intervals

Z={xNyg/z,y € R}
is left unchanged by the operator N, as seen in the following proposition 16 :

Proposition 16 (Stability). Let z1,z2,y1,72 € R.
Define z = max{z,z2} and y = min{y;,y2} .
Then (ﬁ?lﬂyl) N (igﬂgjg) =zNy .

Proof is obvious.

This last property make possible the definition of basic belief assignment over generalized in-
tervals only. This assumption is clearly necessary in order to reduce the complexity of the
evidence modeling. Behind this assumption is the idea that a continuous measure is described
by an imprecision/contradiction around the measured value. Such hypothesis has been made
by Smets and Ristic [4]. From now on, all the defined bba will be zeroed outside Z. Now, since
7 is invariant by N, it is implied that all the bba which will be manipulated, from sensors or
after fusion, will be zeroed outside Z. This makes the basic belief assignments equivalent to a
density over the 2-dimension space IR?.

5.4.2 Definition and manipulation of the belief

The definitions of bba, belief and fusion result directly from section 5.2, but of course the bba
becomes density and the summations are replaced by integrations.

Basic Belief Assignment. As discussed previously, it is hypothesized that the measures
are characterized by a precision interval around the measured values. In addition, there is
an uncertainty about the measure which is translated into a basic belief assignment over the
precision intervals.

According to these hypotheses, a bba will be a non negatively valued function m defined over
U , zeroed outside T (set of generalized intervals), and such that:

/ m(ﬁcﬂyj)dwdyzl.
z,y€R

Belief function. The function of belief, Bel, is defined for any measurable proposition ¢ € U
by:

Bel (¢) = /m’ d)m(a‘cﬂy’)dxdy.
Ny C

In particular, for a generalized interval x N g :

+oo  ry
Bel(:‘cﬂgj):/ / m (i 6)dudo .
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Fusion rule. Being given two basic belief assignments m; and me, the fused basic belief
assignment mq & meo is defined by the curvilinear integral:

mi1 @ meo (i N y’) = / m1(¢)m2 (¢) dc .
C={(¢,¥)/dp=2Ny}

Now, from hypothesis it is assumed that m; is positive only for intervals of the form x; N ;.
Proposition 16 implies:

xr = max{xy,z2} ,

T1 Ny NI NP = NY where .
y = min{y1, y2} .

It is then deduced:
x —+00
mi ® mo (S\C M gj) = / / mi (ﬁ? N gj) mo (ﬁ?z N y’2)dx2dy2
zo=—00 Jya=y
x —+00
+/ / mq (21 N g )me (2 N g)dzydyy
z1=—00 Jy1=y
x —+00
+/ / mq (i‘l ﬂyj)mg(icﬂgjg)dxldyg
z1=—00 Jya=y

x —+00
+ / / mq (i‘ N y’l)mg (i‘g N :l]) dxodyy .
zo=—00 Jy1=y

In particular, it is now justified that a bba, from sensors or fused, will always be zeroed outside
7.

5.5 Implementation of the continuous model

Setting. In this implementation, the study has been restricted to the interval [—1, 1] instead
of IR. The previous results still hold by truncating over [—1,1]. In particular, any bba m is
zeroed outside Z!; = {¥ Ny/x,y € [-1,1]} and its related belief function is defined by:

1 Yy
Bel (xﬂy) :/ / m(ﬂﬂﬁ)dudv,
u=x Jv=—1

for any generalized interval of Z!; . The bba resulting of the fusion of two bba’s m; and msy is
defined by:

T 1
mi © meo (i M y) = / / mi (i N y’)TRQ (ﬁ?z M yg)dxgdyg
za=—1Jy2=y
x 1
+/ / ma (21 N ) me (& N Y)deydyy
z1=—1Jy1=y
x 1
+/ / mq (21 N g)ma (2 N Yo)dzidys
z1=—1Jy2=y

T 1
+/ / ma (2 N g1)ma (22 N Y)dzady: .
zo=—1Jy1=y
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Method. A theoretical computation of these integrals seems uneasy. An approximation of
the densities and of the integrals has been considered. More precisely, the densities have been
approximated by means of 2-dimension Chebyshev polynomials , which have several good prop-
erties:

e The approximation grows quickly with the degree of the polynomial, without oscillation
phenomena,

e The Chebyshev transform is quite related to the Fourier transform, which makes the
parameters of the polynomials really quickly computable by means of a Fast Fourier
Transform,

e Integration is easy to compute.

In our tests, we have chosen a Chebyshev approximation of degree 128 x 128, which is more
than sufficient for an almost exact computation.

Example. Two bba mj and ms have been constructed by normalizing the following functions
mmy and mmgy defined over [—1,1]%:

mm;y (m N y) = exp(—(m + 1)2 — y2)

and
mims (:c N y) = exp(—ac2 —(y— 1)2) .

The fused bba mq @ mo and the respective belief function by, bs, b1 & by have been computed.
This computation has been instantaneous. All functions have been represented in the figures 5.7
to 5.14.

Interpretation. The bba m; is a density centered around the interval [—1,0], while mgs is a
density centered around [0, 1]. This explains why the belief b; increases faster from the interval
[—1, —1] to [—1, 1] than from the interval [1, 1] to [—1, 1] . And this property is of course inverted
for by .

A comparison of the fused bba my @ ms with the initial bba’s m; and ms makes apparent a
global forward move of the density. This just means that the fused bba is put on intervals
with less imprecision, and possibly on some intervals with negative width (ie. associated with
a degree of contradiction). Of course there is nothing surprising here, since information fusion
will reduce imprecision and produce some contradiction! It is also noticed that the fused bba
is centered around the interval [0,0]. This result matches perfectly the fact that m; and ms,
and their related sensors, put more belief respectively over the interval [—1,0] and the interval
[0,1] ; and of course [—1,0] N[0, 1] = [0,0].

5.6 Conclusion

A problem of continuous information fusion has been investigated and solved in the DSmT
paradigm. The conceived method is based on the generalization of the notion of hyper-power
set. It is versatile and is able to specify the typical various degrees of contradiction of a DSm
model. It has been implemented efficiently for a bounded continuous information. The work
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Figure 5.14: Fused bba b1 @ by

is still prospective, but applications should be done in the future on localization problems. At
this time, the concept is restricted to one-dimension informations. However, works are now
accomplished in order to extend the method to multiple-dimensions domains.
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Abstract: Recent works have investigated the problem of the conflict redistribution
in the fusion rules of evidence theories. As a consequence of these works, many
new rules have been proposed. Now, there is not a clear theoretical criterion for a
choice of a rule instead another. The present chapter proposes a new theoretically
grounded rule, based on a new concept of sensor independence. This new rule avoids
the conflict redistribution, by an adaptive combination of the beliefs. Both the logical
grounds and the algorithmic implementation are considered.

6.1 Introduction

Recent works have underlined the limitations of the historical rule of Dempster and Shafer for
fusing the information [4, 9]. The difficulty comes essentially from the conflict generation which
is inherent to the rule definition. By the way, a sequential use of the rules would result in an
accumulation of the conflict, if there were not a process for removing it. Many solutions have
been proposed for managing this conflict. The following methods are noteworthy:

e Constraining, relaxing or adapting the models in order to avoid the conflict,
e Weakening the conflicting information with the time,
e Redistributing the conflict within the rules.

Model adaptations are of different natures. Close to Dempster-Shafer theory, Appriou [1] sug-
gests to reduce the possible contradictions by a convenient setting of the problem hypotheses.
Smets [11] removes the nullity constraint on the belief of the empty proposition (TBM); this
way, the conflict is no more a problem. Dezert and Smarandache [5, 10] defined evidences on
models with weakened negations (free DSmT and similar models). By weakening or suppressing
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the negation, the conflict actually disappears. The TBM of Smets and the DSmT of Dezert and
Smarandache are both theoretically grounded. TBM is axiomatically derived, while free DSmT
is constructed logically [3]. Moreover, although the DSmT keeps the nullity constraint for the
empty proposition, it is possible to interpret the TBM by means of a constrained DSm model.

Avoiding the conflict by adapted models is not satisfactory however. Indeed, there are many
cases where such models appear quite artificial and not well suited to represent the real world.
Weakening the information is not satisfactory either; in many cases, the choice of a weakening
criterion is rather subjective. Experimentations [8] have shown better results by means of rules
with conflict redistributions adapted to the problem.! Florea, Jousselme and al [7] proposed
recently a new family of rules which are adaptive with the conflict level. In this case, there is
an important idea: the redistribution policy is now changing automatically as a function of the
conflict.

Many new rules have been proposed. However, there is not a clear theoretical criterion for a
choice of a rule instead another. Now, these new rules, and particularly the adaptive rule of Flo-
rea and Jousselme, have uncovered a new fact: there is not a simple and permanent definition
of the fusion rule for any fusion problem. More precisely, the structure of the fusion rule may
depend on the structure of the problem. In this chapter, we are proposing a methodology for
computing fusion rules, being given a problem setting. This methodology is logically grounded
and based on a new concept of sensor independence. As a result, the rules are obtained from
a constrained convex optimization. These computed rules cannot be derived mathematically in
general.

The next section introduces evidence theories and their various viewpoints. As a general frame-
work for these theories, the notions of hyperpower sets and of pre-Boolean algebras are briefly
reminded. Section 6.3 settles a new methodology for deriving the fusion rule. This methodology
is based on an entropic notion of sensor independence. Then, section 6.4 discusses about the
implementations and the properties of the new rule. Typical examples are considered. Sec-
tion 6.5 is more theoretical and exposes the logical fundaments of our methodology. At last,
section 6.6 concludes.

6.2 Viewpoints in evidence theories

In this section, we are discussing about theories for combining evidences expressed by belief
functions. Since pre-Boolean algebra is a common framework for all these theories, in particular
as a generalization of sets and hyperpower sets, we are now introducing briefly this notion.

6.2.1 Pre-Boolean algebra

The theory of Dezert and Smarandache is based on the fundamental notion of pre-Boolean
algebra, or hyperpower sets. These algebras will describe the logical modeling of the knowledge.
This chapter is not dedicated to a thorough exposition of the theory of pre-Boolean algebra.
The reader should refer to the chapter 5 of this book for a precise theoretical definition. Now,
the present section will introduce these notions qualitatively, and some typical examples will be
provided.

n fact, Dempster-Shafer rule is also a rule with redistribution of the conflict. But in this case, the redistri-
bution is uniform.
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6.2.1.1 General principle

Subsequently, the conjunction and disjunction are denoted A and V. The negation, when used,
is denoted —. The empty set is denoted 1 while the tautology, or full ignorance, is denoted
T. Notice that these notations are not the most classical in the domain of evidence theories.
Typically, N,U, 0\ -, 0, © are used instead of A,V,—, L, T. However, A,V,—, L, T are notations
widely used in logics and Boolean algebra. Since the connexions are important between these
theories, we will use the logical notations in general.

Definition. A pre-Boolean algebra could be seen as a subset of a Boolean algebra which is
stable for the conjunction and the disjunction. As a consequence, a pre-Boolean algebra together
with the two operators, conjunction and disjunction, is an algebraic structure.

This algebraic structure has the same properties than a Boolean algebra, except that it does not
implement explicitly the notion of negation. In particular, the following properties are provided
by the pre-Boolean algebra for the binary operators:

Commutativity. ¢ AN = A¢and ¢V 1p =1pV ¢,
Associativity. ¢ A (p An) = (pAY)Anand ¢V (¥ V1) = (dV )V,
Distributivity. ¢ A (bVn) = (6 AY)V (6An) and ¢V (b An) = (6VY) A (S V),
Idempotence. A= ¢ and V= ¢,

Neutral sup/sub-elements. ¢ A (V1)) = ¢ and ¢V (¢ AY) = ¢,

for any ¢, 1, n in the pre-Boolean algebra.

6.2.1.2 Example

Free pre-Boolean algebra. Let a,b,¢ be three atomic propositions. Consider the free
Boolean algebra B(a, b, c) generated by a,b,c:

B(a,b,c) = {\/(am)eA(a ABA 7)/A < {a,~a} x {b,—b} x {c, ﬁc}} .

It is well known that B(a, b, c) contains 22" = 256 elements.

The free pre-Boolean algebra generated by the propositions a,b,c is the smaller subset of
B(a,b,c) containing a,b,c and stable for A and V. This set, denoted < a,b,c >, is defined
extensionally by:
<a,b,e>={L,aNbANc,aNbjaNc,bANc,aN(bVe),bA(aVe),eN(aVb)a,b,c,
(anb)V(anc)V(bAe),(aNb)Ve (ane)Vb (bAc)Va,aVbaVebVe,aVbVeT T}

It is easily verified that a conjunctive or disjunctive combination of propositions of < a,b,c >
is still a proposition of < a,b,c >. For example:

(an(dVe) Vb= ((anb)V(aAc) Vb= (aNc)Vb.

Moreover, < a,b,c > is obviously the smallest set, which is stable for A and V. In particular, it
is noticed that 1L, T €< a,b,c > since L =\/ g and T = A a.



158 CONFLICT FREE RULE FOR COMBINING EVIDENCES

The free pre-Boolean algebra < a, b, ¢ > is also called hyperpower set generated by a,b,c. It is
also denoted D®, where © = {a,b,c}. Notice that the tautology T is often excluded from the
definition of the hyperpower set [10]. By the way, Dambreville excluded both L and T from
a previous definition [3]. These differences have a quite limited impact, when considering the
free DSmT. Whatever, it is generally assumed that a VbV ¢ = T ; but this is an additional
hypothesis.

A Boolean algebra is a constrained pre-Boolean algebra. A Boolean algebra is a subset
of itself and is stable for A and V. Thus, it is a pre-Boolean algebra. Now, we will see on an
example that a set could be seen as an hyperpower set which has been constrained by logical
constraints. Since a Boolean algebra could be considered as a set, this result implies more
generally that a Boolean algebra could be obtained by constraining a free pre-Boolean algebra.

Denote © = {a,b,c} . Consider the Boolean algebra P(©) related to the set operators N,U, O\ -
and neutral elements ), ©. This Boolean algebra is extensionally defined by:

P(©) ={0,a,b,c,{a,b},{a,c},{b,c},O} .
Now, consider the hyperpower set < a,b,c > and apply to it the constraints:
I'= {a,/\b:b/\c:a/\c:J_, avaC:T}.

It is then derived:

aNbANec=aN(bVe)=bA(aVe)=cA(aVb)=(aANb)V(aNnc)V(bAc)= 1,
(anb)Ve=c,(anc)Vb=b,(bAc)Va=a,
avVbVe=T.

Denoting < a,b, ¢ >r the resulting constrained pre-Boolean algebra, it comes:
< a,b,c >r={L,a,b,c,aVbaVe,bVe T},

Then, < a,b, ¢ >r contains exactly the same number of elements than P(©). More precisely, by
the Boolean properties of A and V, it is clear that < a,b,c >p and P(O) are isomorph as pre-
Boolean algebra. While < a,b,c >r does not define the negation explicitly, this isomorphism
shows that the negation is implicitly defined in < a, b, ¢ >p . In fact, the negation of < a,b,c >
has been built by the constraints. This is an important property of pre-Boolean algebra:

The constraints put on a free pre-Boolean algebra partially characterize the negation
operator.

As a consequence, there is a partial definition of the negation in a pre-Boolean algebra. This
negation is entirely undefined in an hyperpower set and is entirely defined in a set. But there
are many intermediate cases.

Example of constrained pre-Boolean algebra. Let © = {a,b,c} be a set of atomic propo-
sitions and I' = {a A b = a A ¢} be a set of constraints. By propagating the constraints, it is
obtained:

aNb=aNc=(aAb)V(aAc)=(aANb)AN(aNc)=aNbAc.
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Consequently:

aN(bVe)=anbAc, (aNb)Ve=c, (aNc)Vb=D.
bA(aVe)=cA(aVb)=(aNb)V(aNc)V(bAc)=bAc.

At last, the constrained pre-Boolean algebra is extensionally defined by:
< a,b,ce>r={L,aNbAc,bAc,a,b,c,(bAc)Va,aVbaVebVeaVbVe T}

This configuration is modeled in figure 6.1. This model ensures that the propagation of the
constraints is complete in the definition of < a,b, ¢ >r.

T -7 T -7
\ / \ /
\y 7
\ /
\ /
\ /
v v
a b c
T -7
\ /
bVe cVa aVbVe

Figure 6.1: Pre-Boolean algebra < a,b,c >p; (L and T are omitted)

6.2.1.3 Notations

Let © be a set of atomic propositions. The free pre-Boolean algebra generated by © is denoted
<O >.

Now, let I" be a set of constraints over the propositions of < © >. The pre-Boolean algebra
generated by © and constrained by I' is denoted < © >r. Of course, it comes < O >p=< O >
(the pre-Boolean algebra generated by © and constrained by an empty I" is an hyperpower set).

A proposition ¢ is a subproposition of proposition v if and only if ¢ Ay = ¢ ; subsequently, the
property ¢ A = ¢ is also denoted ¢ C 9.

6.2.2 Belief

It is now given a pre-Boolean algebra < © >r as a logical framework for the knowledge repre-
sentation. The theories of evidence also implement a belief on each logical proposition. This
belief contains both an imprecision and an uncertainty information. The following sections
consider two main styles for implementing the belief. In the DSmT and DST (Dempster Shafer
Theory) [9], the belief over the empty proposition is always zero. In the TBM (Transferable
Belief Model) [11], the belief over the empty proposition may be non zero. These viewpoints
are related to two slightly different logical interpretations, as stated in section 6.5.
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6.2.2.1 DSmT and DST

DSmT defines the notion of belief in a same way than DST. The only difference is that DST
works on a set, while DSmT works on any pre-Boolean algebra. Fundamental differences will
also arise, when defining the fusion of the information (section 6.2.3).

Basic Belief Assignment. A basic belief assignment (bba) to the pre-Boolean algebra
< © >r is a real valued function defined over < © >t such that:

Z m(¢p)=1, m(L)=0 and m>0.
pE<O>T

Typically, m represents the knowledge of an expert or of a sensor. By hypothesizing m(L) = 0,
the DSmT assumes the coherence of the information.

The bba is a belief density, describing the information intrinsic to the propositions. The full
belief of a proposition is thus the compilation of the bba of its sub-propositions.

Belief function. The belief function Bel related to a bba m is defined by:
Vo e<O>r, Bel(p)= > m(y). (6.1)

PESO>P YT

It is generally considered that Bel (\/969 0) = 1, which means that © matches all possible
information.

6.2.2.2 TBM and TBM-like bba

Like the DST, the TBM works on a set. However, in the TBM interpretation the belief put
on the empty set is not necessarily zeroed. It is also possible to mix this hypothesis with a
pre-Boolean modeling, as follows.

TBM-like Basic Belief Assignment. A basic belief assignment to the pre-Boolean algebra
< © >r is a real valued function defined over < © >t such that:

Z m(p) =1 and m>0.

PE<O>TP

By removing the hypothesis m(L) = 0, the coherence of the information is canceled. The co-
herence and non-coherence hypotheses have a logical interpretation, as explained in section 6.5.

In fact, it is also possible to simulate the TBM (and TBM-like models) by means of the DSmT
(with the coherence hypothesis). The idea is to simulate the empty set of TBM by the pre-
Boolean proposition A\,.q @ . This result, although simple, is outside the scope of this chapter
and will not be developed further. To end with this subsection, it is noticed that Smets pro-
poses a slightly different definition of the belief function by excluding the belief of the empty
set. Smets belief function will be denoted and defined by:

Bels(¢) = Y. m(y).
PYELO>T: LAYCoh

This truncated belief function is not used subsequently, since we work essentially on bba and
on the full belief function Bel as defined in (6.1).
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6.2.3 Fusion rules

The main contribution of evidence theories consists in their fusion rules. It is assumed then
that two or more sources of information are providing a viewpoint about the universe. These
viewpoints are described by specific bbas for each sensor. The question then is to make a unique
representation of the information, i.e. a unique bba, from these several bbas. Several rules for
fusing such information have been elaborated.

There are essentially two kinds of rules. The first kind avoids any conflict redistribution. The
theorists generally agree then on a unique fusion rule, the conjunctive rule (without redistribu-
tion). Two models avoid the conflict redistribution: the transferable belief model of Smets and
the free DSmT. In both theories, a strong constraint is put on the model. TBM puts non zero
weights on the empty set, while free DSmT removes the negation from the model. In many
cases however, these hypotheses are too restrictive.

When the conflict is taken into account and is redistributed, many possible rules have been
proposed. No model restriction is needed anymore, but it is difficult to decide for a definitive
fusion rule.

The following sections introduce shortly these various concepts of rules.

6.2.3.1 Fusion rule in free DSmT and similar models.

Free DSmT is defined on an hyperpower set. A fundamental property of an hyperpower set is
that the empty proposition cannot be generated from non empty propositions. More generally,
a pre-Boolean algebra < © >p, where the constraints in I" do not generate L, will also satisfy
such property:

O, e<O>P\{L} =AY e<O>p\{L}. (6.2)

This property will be called an insulation property.

Assume now a pre-Boolean algebra < © >p satisfying (6.2). Then, two bbas m; and msy over
< © >r will be fused into a bba m1 @ msy as follows:

Vo €< O >r, mi ©@ma() = Y mi(¥)ma(n) . (6.3)
YAnN=¢

This definition is compatible with the constraint m; @ ma(L) = 0 of DSmT, since it comes by
the insulation property:

mi(y) # 0 and ma(n) #0 imply Y Ane< O >p \{L}.

The insulation property is often a too strong hypothesis for many problems. The TBM viewpoint
will not request such structure constraints. But as a consequence, the coherence property of
the bba will be removed.

6.2.3.2 Fusion rule for TBM-like bbas

In the TBM paradigm, two bbas mj and ms over < © >p will be fused into a bba mi & mo as
follows:
Vo <O >p, mi@ma(¢) = Y mi(¥)ma(n) . (6.4)
YAN=¢
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There is no particular restriction on the choice of < © >p in this case. It is for example possible
that the model contains two non empty propositions 1) and 7 such that ¢» An = 1. Assuming
that the initial bbas m; and mg are such that mq(1)) > 0 and ma(n) > 0, it comes from the
definition that my @ mo(L) > 0. But the rule is still compatible with the TBM paradigm,
since then the coherence constraint m; @ mo(L) = 0 is removed. By the way, removing this
constraint is not satisfactory in many cases. In particular, it is well known that the weight of
the contradiction may increase up to 1 by iterating the fusion stages.

6.2.3.3 General case

While the fusion rule is clearly defined by (6.3) for models avoiding the conflict, there are many
possible rules when this conflict has to be redistributed. Typically, the rule could be defined in
two steps. First, compute the conjunctive function p of my and mo by:

Vo €< O >r, u(p) = Z ma (¢)ma(n) .
YAn=¢

The function g is like the fusion rule in the TBM paradigm. It cannot be used directly, since
p(L) have to be redistributed when p(L) > 0. Redistributing the conflict means:

e Constructing a function p on < © >r such that:

p(L)=0, > p(¢)=1 and p=>0,

PE<O>T

e Derive the bba mi @ mq by:
m1 @ ma(¢) = pu(¢) + p(d)u(L) .

There are many possible rules deduced from the redistribution principle. Moreover, the re-
distribution may be dependent of a local conflict, like the PCR rules [6, 8] also introduced in
chapter 2 of this book. It is also noticed that some authors [7] allows negative redistributions
by removing the constraint p > 0. These new rules are as well legitimate and interesting, but
by allowing negative redistributions, the criterion for defining rules is again weakened. The
question now is how to decided for a rule or another? This choice is certainly dependent of the
structure of the fusion problem. Actually, Florea, Jousselme and al [7] proposed a rule adaptive
with the conflict level. More generally, it is foreseeable that a fusion rule should be defined or
computed specifically for a given fusion problem.

In the next sections, we will derive logically a new ruling method, which avoids the conflict re-
distribution by exploiting a new concept of independence of the sensors. The new rules will be
essentially computed from an entropic optimization problem. This problem may be unsolvable,
which will imply a rejection of the hypotheses (too high conflict between the sources). Other-
wise, it will adapt the belief dispatching in a much more flexible way than the usual conjunctive
function p.

6.3 Entropic approach of the rule definition

To begin with this new rule concept, we will directly settle the concrete optimization principles
of our method. The logical justifications will come later, in section 6.5.
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6.3.1 Independent sources and entropy

Actually, the idea is not completely new, and Dezert used it in order to give a first justification
to the free DSmT [5]. More precisely, the free rule could be rewritten:

ng €< 0O >r, mq @m2(¢) = Z fO(Ip’n) )
YAN=¢

where:

fo(¥;m) = ma(p)ma(n) . (6.5)

If we are interpreting m; as a kind of probability, the relation (6.5) is like the probabilistic inde-
pendence, where f,(1,n) is a kind of joint probability. Section 6.5 will clarify this probabilistic
viewpoint. Now, there is a link between the notion of probabilistic independence and the notion
of entropy, which is often forgotten. The law f,(v,n) = mi(1))ma(n) is a maximizer of the
entropy, with respect to the constraint of marginalization:

fo € agmax = f(v,m)In (v, )
¥,n

under constraints: (6.6)

F20, Y fm)=ma(n) and Y f(u,n) =mi(¥).
P n

This is actually how Dezert derived the conjunctive rule of free DSmT [5], although he did not
make an explicit mention to the probability theory. Now, the equation (6.6) has a particular
interpretation in the paradigm of information theory: f, is the law which contains the maximum
of information, owing to the fact that its marginals are m; and mo. By the way, independent
sources of information should provide the maximum of information, so that the maximization
of entropy appears as the good way to characterize independent sources. When the constraints
are just the marginalizations, the solution to this maximization is the independence relation
fo(®,m) = my(1)ma(n). In Bayesian theory particularly, the marginalizations are generally the
only constraints, and the notion of independent sources of information reduces to the notion
of independent propositions. But in the case of evidence theories, there is the problem of the
conflict, which adds constraints.

6.3.2 Definition of a new rule for the DSmT

Let be defined a pre-Boolean algebra < © >r, constituting the logical framework of the in-
formation. Let be defined two bbas m; and msy over < © >p. The bbas are assumed to be
coherent, so that mj(L) = mg(L) = 0. Then the fusion of m; and my is the bba my ® mq
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defined by:

Vpe<O>p, mema(d) = . folthn),
YA=¢

where:

fo € argmax — » f(1p,n)In f(2p,n)
f % (6.7)

under constraints:

F20, > f@m) =maln), Y f,n)=m(),
P n

and V¢’U€<@>F, ¢/\77:J—:>f(¢577):0

This rule will be named Entropy Mazimizing Rule (EMR).

Corollary of the definition. The fused basic belief assignment is compatible with the coherence
constraint m; @ ma(L) = 0 of DSmT.

Proof is immediate owing to the constraints ©» An = 1L = f(¢,n) = 0 in the optimization.

6.3.3 Feasibility of the rule

The rule is feasible when there is a solution to the optimization. The feasibility is obtained as
soon there is a solution to the constraints.

Definition. The fused bba mq ® mo is defined if and only if there exists a function f such
that:

F20, Y fm) =ma(n), Y f(w,n)=m(y),
P n

and Yi,ne<O>p, v An=_L= f(y,n) =0.

(6.8)

In next section, it will be shown on examples that the fusion is not always feasible. Actually,
the infeasibility of the rule is a consequence of fundamental incompatibilities of the information.

6.3.4 Generalizations
6.3.4.1 Fusion of N bbas

It will be seen that the fusion rule defined previously is not associative. This means that the
sources of information do not have the same weight in a sequential fusion. However, when it
is needed to fuse N sources of information simultaneously, the fusion method has then to be
generalized to N bbas. The subsequent definition makes this generalization.

N-ary rule. Let be defined a pre-Boolean algebra < © >r, constituting the logical framework
of the information. Let be defined N coherent bbas m;|i<i<n over < © >p. Then the fusion of
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mili1<i<n is the bba ®[m;|1 < i < N] defined by:

Vo e<O>p, @lmill <i<NJ(¢)= > fo($ill <i<N),
/\évzlwi:(b
where:
fo € argmax—3  f(ill i< N)Inf(Wil i< N)
P
under constraints:
F20, Vi, > fll<j<N)=m),
URVESD
N
and Vi <O >F, A\i=L1= f([l <i<N)=0.
=1

6.3.4.2 Approximation of the rule

The definition of our rule needs the maximization of the entropy of f under various constraints.
An algorithm for solving this maximization is proposed in section 6.4. The problem is solved
by means of a variational method. By the way, it may be interesting to have a more direct
computation of the rule. In particular, better computations of the rule could be obtained by
approximating the optimization problem.

As soon as a solution is feasible, there are many ways to approximate the rules. The main point
is to approximate the entropy H(f) = —3_, , f(¢,n)In f(¥,n) by a function H(f) such that

I;'(f) ~ H(f). Then, the rule is just rewritten:

Vo e<O>r, mema(d)= > folthn),
YAn=¢

where:

fo€ argmgxff(f),

(6.10)
under constraints:
fZO’ Zf(¢,ﬁ):m2(77)a Zf(¢a77):ml(w)’
P U]
and Vy,ne<O>r, vAn=_L= f(y,n) =0.
An example of approximation is H (f) = - Zw,n f?(xp,m), which is obtained by a first order

derivation of In. Approximated rules will not be investigated in the present chapter.

6.4 Implementation and properties

This section is devoted to the development of basic properties of the rule EMR and to practical
implementation on examples.
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6.4.1 Properties

Commutativity. Let m; and mg be two bbas over < © >p. By definition (6.7), the fused
bba m1 @ msy exists if and only if mo @ mq exists. Then my ® mo = mo G my .

Neutral element. Define the bba of total ignorance v by v(T) = 1. Let m be a bba over
< © >p. Then the fused bba m @ v exists, and m ®v =m.

Proof. Since ), fo(¢,9) =v(¢) and f, > 0, it is deduced f,(¢,9) = 0 unless tp = T.
Now, since »_,, fo(¢, 1) = m(¢), it is concluded:

fo(¢,T) =m(¢) and fo(¢,¢) =0 for ¢ # T .

This function satisfies the hypotheses of (6.7), thus implying the existence of m @ v .
Then the result m & v = m is immediate.

ooo

Belief enhancement. Let be given two bbas mq and mo, and assume that there exists a
fused bba my @ mg computed by (6.7). Denote by Bel; @ Bely the belief function related to
mi1 ® my . Then:

Bel; @ Bely(¢) > max{Bely(¢), Bela(¢)} for any ¢ €< © >p . (6.11)

Proof.
Proof of Bel; @ Bela(¢) > Beli(¢) .
Let f, be a function satisfying to (6.7).
Then Bel; & B612(¢) = Z¢C¢ mi D mg(’l[)) = Zn/\EC¢ fo(n, f) .
In particular, Bely @ Bela(¢) > >y 22, fo(¥,m) -
At last, Bely @ Bela(¢) > >, mi(y) = Beli(¢).

Conclusion. 1t is similarly proved Bel; @ Bela(¢) > Bela(¢) and then the final result.
ooao

Corollary. Let be given two bbas m1 and me, and assume that there exists a fused bba mi ®ms
computed by (6.7). Let ¢1,...,¢, €< O >r be such that ¢; A ¢; = L for any ¢ # j. Then the
property > " | maX{Bell(gZ)i), Belg(qbl-)} < 1 is necessarily true.

This result is a direct consequence of the belief enhancement. It could be used as a criterion
for proving the non existence of the fusion rule.

Associativity. The computed rule & is not associative.

Proof. Consider the bbas my, ms and mg defined on the Boolean algebra {L,a,—a, T} by:

mi(a) =ma(a) =0.5 and my(T)=ma(T)=0.5,
{mg(—\a) =0.5 and m3(T)=05.

We are now comparing the fusions (m; @ mg) @ mg and m; & (mg O ms) .

Computing (my @ mg) @ ms.
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First it is noticed that there is no possible conflict between my and ms, so that my ® mo
could be obtained by means of the usual conjunctive rule:

m1 @ mz(a) =0.5x0.5+0.5x05+05x05=0.75 and mq ®ma(T)=0.5x05.
As a consequence:
max{Bel; ® Bely(a), Bels(a) } + max{Bel; & Bely(—a), Bels(—a)} = 0.75 + 0.5 > 1.

It is concluded that (mi @ mg) @ ms does not exist.

Computing my @ (mg © ms).

It is known that Bely ¢ Bels > maX{Belg, Belg} when mo @ mg3 exists.

Since max{Bely(a), Bels(a) } = max{Bels(—a),Bels(—a)} = 0.5, it is deduced that neces-
sarily ma @ ms(a) = ma & m3(—a) = 0.5

It appears that mas @ mg(a) = ma @ ms(—a) = 0.5 is actually a valid solution, since it is
derived from f, such that f,(a, T) = f,(T,—a) = 0.5 (zeroed on the other cases).

It is also deduced by a similar reasoning that mj; @ (mg @ mg) exists and is necessary
defined by mq @ (mg @ mg3)(a) = m1 & (me & mgz)(—a) =0.5.

The associativity thus fails clearly on this example.

ooo

Compatibility with the probabilistic bound hypothesis. A temptation in evidence the-
ories is to link the notion of probability with the notion of belief by means of the relation:

Bel(¢) < p(¢) for any ¢ €< O >p . (6.12)

In general, this relation is not compatible with the fusion rules.

For example, let us test Dempster-Shafer rule on the relation (6.12)

Let be given m; and mg defined on {L,a,—a, T} by mi(a) = mi(—a) = 0.5 and
ma(a) =me(T)=0.5.

It is deduced Bel;(a) = Bely(—a) = 0.5, Bela(a) = 0.5 and Bela(—a) = 0.

The choice of m; and mg is thus compatible with the bound hypothesis (6.12), and
it follows p(a) = p(—a) = 0.5.

Now, Dempster-Shafer rule implies m; @ ma(a) = 2/3 and my @ mo(—a) = 1/3.
Confronting m; & mg to (6.12), it comes p(a) > 2/3.

This is contradictory with the previously obtained relation p(—a) = 0.5.

This difficulty is avoided by some theorists by saying that the notion of probability is dependent
of the considered sensor, or that belief and probability are two separated notions.

In our opinion, probability should be considered as an absolute notion. We will see in section 6.5,
that the belief could be considered as a probabilistic modal proposition. Then there are two
cases:

e If the modal propositions are not comparable to the propositions without modality, then
there is no obvious relation between the belief and the probability. This is particularly
the case of the TBM paradigm.
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e If the modal propositions are comparable to the propositions without modality (axiom
m.iii of section 6.5), then the bound hypothesis (6.12) is recovered. Moreover, the fusion
rule EMR is then logically derived.

This anticipatory logical result has the following implication:
The rule EMR is compatible with the bound hypothesis (6.12).
But this result is already foreseeable from the property (6.11). Indeed, property (6.11) makes

impossible the construction of a counter-example like the previous one of this paragraph.

Idempotence. The rule is not idempotent: it always increases the precision of a bba, when
possible. However it will be idempotent, when the precision of the bba cannot be increased
(e.g. a probability).

This obvious property is just illustrated on examples subsequently.

6.4.2 Algorithm

The optimization (6.7) is convex and is not difficult. The implemented algorithm is based on
Rosen’s gradient projection method. Now, the gradient of H(f) = Zwm —f(,n)In f(,n) is
characterized by:

DrH(f) =Y —(1+Inf(w,n) df (,n).
U,

Then, the algorithm follows the synopsis:

1. Find a feasible solution fy to the simplex:

fo=0, > fol,n) =ma(n), Y folw,n) =mi(¥),
P U]

and VyY,ne<O>pr, v An=L1L= fo(vyn) =0.

If such a solution does not exist, then stop: the fusion is not possible.

Otherwise, set t = 0 and continue on next step.

2. Build Af; by solving the linear program:
IRE}XZ _(1 +In ft(’l,z}, 77)) Aft(w’ 77) ’
_
under constraints:
fet Af =0, D Afildn) =D Afil,n) =0,
(4 Ul
and Yi,ne<O>p, vAn=_L= Af(¢,n) =0.
3. Repeat Aft = Aft/2 untﬂ H(ft =+ Aft) > H(ft) .
4. Set fiy1 = fi+Afi. Thensett:=¢t41.

5. Reiterate from step 2 until full convergence.

The linear programming library Coin-LP has been used in our implementation.
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6.4.3 Examples

In this section is studied the fusion of bbas m; defined over P({a, b, c}) by:

mi(a) = ay, my(b) =0, mi(c) =y and mi({a,b,c}) =1—a; — 7,
ma(a) =0, ma(b) = B2, ma(c) =72 and me({a,b,c}) =1 - 52 =2 .
This is a slight generalization of Zadeh’s example. The fusion mi@®mes is solved by the algorithm,

but also mathematically. The solutions were identical by the both methods. The results of fusion
are presented for particular choices of the parameters «, 3, 7.

2
Mathematical solution. Assume that f is is a function over P({a, b, c}) verifying the

conditions (6.8) of the rule. The marginal constraints say:

;

Z f(a,B):Oél, Z f(ch):lev Z f({a,b,C},B):l—Oél—’)/l,
Bc{a,b,c} Bc{a,b,c} Bc{a,b,c}

Z f(A7b):527 Z f(A7C):’727 Z f(Av{a7bvc}):1_/82_727
Ac{a,b,c} Ac{a,b,c} Ac{a,b,c}

Z f(A,B)=0 and Z f(A, B) =0 in any other cases.
Bc{a,b,c} Ac{a,b,c}

(6.13)
Since f(A, B) =0 for any (A, B) such that AN B = and f > 0, it is deduced that :

f(a,{a,b, c}), f({a,b,c},b), fle o), f(c,{a,b, c}), f({a,b,c},c) and f({a,b, c},{a,b,c})

are the only values of f, which are possibly non zero. Then the system (6.13) reduces to the
linear solution:

f(a,{a,b,c}) =y, f({a,b,c},b) = fa, f(e,e) =80, f(c,{a,b,c}) =~ —0,
f({a,b,c},c) =9 —0, f({a,b,c},{a,b,c}> =l—a;—fs—y1—7+0, (6.14)
f(A, B) =0 for any other case.

This solution depends on the only unknow parameter 6. The optimal parameter 6, is obtained
by solving:

max (h(@)+h(y1—0)+h(y2—0)+h(l—a; — By —v1—r2+0)) where h(r) = —7InT.

The function f, is then computed by using 6, in (6.14). And m; @ mq is of course obtained by
my ® ma(p) = Zw/\n:¢ fo(¥,m) .

It is sometimes impossible to find a valid parameter . The condition of existence is easily
derived:

0 exists if and only if max{0,a1 + 2+ 71 + 72 — 1} < min{y, 72} . (6.15)
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When this condition is fulfilled, the optimal parameter is given by?:
0, = Y172

1—a1— [

Then, it is not difficult to check that 6, is bounded accordingly to the existence condition:

when a1 + G2 <1, 6,=0whena;+p=1. (6.16)

max{0,a1 + f2 + 71 + 72 — 1} <0, <min{vy1,7} .

Experimentation.

Zadeh’s example.

Zadeh’s example is defined by a1 = 2 = 0,99 and v; = 2 = 0.01. This fusion is rejected by
EMR.

More generally, assume 73 = 1 — a; and 792 = 1 — as. Then the condition:

max{0,a; + B2 + 71 + 72 — 1} <min{y,72}

fails unless when v; = v = 1. The case 71 = 72 = 1 is trivial, since it means a perfect
agreement between the two sources. Thus, Zadeh’s example is rejected by EMR, even if there
is a negligible conflict between the two sources.

By the way, this is not surprising. In Zadeh’s example, the bbas are put on the singletons
only. Then, the bbas work like probabilities, thus defining an uncertainty but without any
imprecision. Since the information provided by the sources are free from any imprecision, there
are only two possible cases: either the information are the same, either some information are
false.

Now, imagine again that our information come with a negligible conflict:
mi(a) =ma(b) =€¢ and my(c) =mao(c)=1—c¢.

This could indeed happen, when our information have been obtained from slightly distorted
sources. Now, it has been seen that EMR rejects this fusion. Thus, we have to be cautious
when using EMR and the following recommendation has to be considered:

If the sources of information are distorted, even slightly, these distortions have to
be encoded in the bbas by an additional imprecision.

Typically, by weakening the bbas as follows:
my(a) = ma(b) = pe , mi(c) = ma(c) = p(1 —€),
mi ({a,b,c}) = ma({a,b,c}) =1—p, with p < 1+6
the fusion is again possible by means of EMR.

Extended example.
The following table summarizes the fusion by EMR for various values of a, 3, :

ar | m B2 | 72 ||m=miDmy
0.501 | O 0.501 | O Rejection

0499 | 0 [[0.499 | 0 || m(a) = m(b) = 0.499, m({a,b,c}) = 0.002
03 | 01 ] 03 | 0.1 || m(a)=m(b) =0.3, mic ) = 0.175, m({a,b,c}) = 0.225
0.3 | 0.05] 0.3 |0.05 | m(a) =m(b) = 0.3, m(c) = 0.09375, m({a,b,c}) = 0.30625
0.3 | 0.01] 0.3 |0.01 || m(a) = m(b) =0. 3, m(c) = 0.01975, m({a,b,c}) = 0.38025

2Other cases are not compliant with the existence condition (6.15).
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Comparison.
In this last example, we compare the fusion by EMR and by Dempster-Shafer of the bbas m;
and mg defined by:

{ ml(a) = ml({a’ b}) = ml({a’ C}) = ml({b’ C}) = ml({a’ b, C}) =02,
ma(a) = ma({a,b}) = ma({a,c}) = ma({b,c}) = ma({a,b,c}) =0.2.

The following table presents the fusion results for Dempster-Shafer (DST) and for EMR:

A H a ‘ b ‘ c ‘ {a,b} ‘ {a,c} ‘ {b,c} ‘ {a,b,c}
my P mQ(A) / DST | 0.390 | 0.087 | 0.087 | 0.131 | 0.131 | 0.131 0.043
my P mQ(A) / EMR | 0.411 | 0.093 | 0.093 | 0.107 | 0.107 | 0.153 | 0.036

We will not argue about the advantage of EMR compared to DST on such simple example. The
important point is to notice how the bba concentration subtly changes from DST to EMR. In
general, the belief enforcement of the small propositions is stronger in EMR. But the case of
proposition {b,c} is different, since it is made weaker by DST than by EMR. This is perhaps
a consequence of a greater belief attraction of proposition a compared to b and ¢, during the
fusion process.

6.5 Logical ground of the rule

This section justifies logically the definition (6.7) of EMR. This logical development, based
on modal logics, is quite similar to what have been previously done in the DSmT book 1,
chapter 8 [3]. Actually, the modal operators will be applied to non modal proposition only
for the simplicity of the exposition (the definitions of [3] were more general), but there is no
significant change in the logic. Now, the reader could also refer to [3] since it introduces the
logic on examples. Subsequently, the logic behind EMR will be exposed directly.

In [3] the definition of the logic was axiomatic. Since logic is not usual for many readers, such
axiomatic definition is avoided in this presentation. A model viewpoint is considered now. More
precisely, the description of our modal logic is made in the framework of a Boolean algebra.
Typically, a logical relation - ¢, i.e. ¢ is proved, is replaced by ¢ = T in the Boolean algebra.
In the same way, a relation - ¢ — 1 is replaced by ¢ C 1. Moreover, the modal relations
are directly used within the Boolean algebra, i.e. O¢ C ¢ is the Boolean counterpart of the
logical axiom F O¢ — ¢. We will not justify here the soundness of this Boolean framework, in
regards to the modal propositions. But such framework is of course tightly related to an implied
Kripke’s model. By the way, it is also assumed that our model is complete for the logic. But
all these technical considerations should be ignored by most readers.

Notation. Subsequently, the proposition ¢\ is a shortcut for ¢ A=) . Moreover, the notation
¢ C 1 is used as a shortcut for ¢ C ¢ and ¢ # ) .

6.5.1 The belief as a probability of a modal proposition

Many evidence theorists are particularly cautious, when comparing belief and probabilities.
On the first hand, there is a historical reason. As new theories of uncertainty, the evidence



172 CONFLICT FREE RULE FOR COMBINING EVIDENCES

theories had to confront the already existing theory of probability. On the second hand, the sub-
additivity property of the belief is often proposed as a counter-argument against the probabilistic
hypothesis. In this introductory subsection, it is seen that this property is easily fulfilled by
means of modal propositions.

Sub-additivity, modality and probability. Subsequently, the belief Bel;(¢) of a proposi-
tion ¢ according to a sensor i is interpreted as the probability p(0;¢) of the modal proposition
O;¢ . It is not the purpose of this paragraph to make a full justification of this interpretation,
but rather to explain how the modal interpretation is able to overcome the sub-additivity prop-
erty.

First at all, it is important to understand the meaning of the modal operator ;. The modal
proposition 0O;¢ characterizes all the information, which sensor ¢ can associate for sure to the
proposition ¢.

For example, the equation O;¢ = T means: sensor i considers ¢ as true in any
configuration of the system.

Then, it is noticed that the modal propositions fulfill a logical sub-additivity property:
(O Vv Oip) C Oi(p V) . (6.17)

The converse is false in general. This well-known property will be proved in the subsequent
section. It has a concrete interpretation. The proposition O;¢ describes logically the information
about ¢ which is granted as sure by the sensor i. But there are information which sensor i can
attribute to ¢ V ¢ for sure, but which cannot be attributed without ambiguity to ¢ or to
1 alone. These ambiguous information are exactly described by the non empty proposition
Di(o V) \ (Dig V O;¢) .

The important point now is that the logical sub-additivity directly implies the sub-additivity
of the belief. From (6.17), it is derived: p(O;¢ vV O;10) < p(Di(gZ) v 1/))) . Assume now that ¢
and ¢ are disjoint, .e. ¢ Ay = L. It is also hypothesized that O; is coherent, which implies
0,0 A0 = L (coherent sensors will consider disjoint propositions as disjoint). Then it comes:
p(Di9) + p(Div) < p(0i(¢ V) , and it is finally deduced: Bel;(¢) + Bel;(¢)) < Beli(¢ V1) ,
from the modal definition of Bel;. At last, we have recovered the sub-additivity of Bel; from
the logical sub-additivity of the modal operator OJ; .

It appears that the sub-additivity is not incompatible with a probabilistic interpretation of the
belief. The sub-additivity seems rather related to a modal nature of the belief. At the end of
this paragraph, a last word has to be said about the TBM paradigm. Belief as defined in (6.1),
that is including the mass assignment of the empty set, is not sub-additive in TBM. Only
the truncated belief Belg is sub-additive. This is a consequence of the possible non-zero mass
assignment of the empty set. By the way, there is also a modal interpretation of this fact. It
is seen subsequently that the TBM paradigm is equivalent to remove the coherence hypothesis
about the modality ;. But the incoherence of O; allows O;¢ A O;1 # L even when ¢p A = L.
As a consequence, the sub-additivity cannot be recovered from the modal hypothesis either,
when considering incoherent sensors.

This introduction has revealed some similar characteristics of the belief functions and the modal
operators. The forthcoming sections establish a complete correspondence between the evidence
theories and the probabilistic modal logic.
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6.5.2 Definition of the logic

Let © be a set of atomic propositions. Let I be a set of Boolean constraints built from © and
the Boolean operators. The constraints of I' are describing the logical priors which are known
about the atomic propositions. Then, define Br(©) the Boolean algebra generated by © and
compliant with the constraints of I'.> The algebra Br(©) will describe the real world.

The real world will be observed by sensors. Let I be the set of the sensors. The sensors of I
may be combined by pairs, thus constituting composite sensors. The set of composite sensors,
denoted J, is defined recursively as follows:

IcJ and (i,j) € Jforanyi,jeJ.

Among the (composite) sensors of J, it will be assumed that some pairs of sensors are mutually
independent.

Fori,j € J, the notation i x j indicates that the sensors i and j are independent.  (6.18)

To any sensor ¢ € J is associated a modal operators O; (for short, the notation O; ; will be used
instead of O, jy). The modal operators 0; will describe logically the information received and
interpreted by sensor i. The modal operators will act on any proposition of Br(©). For any
¢ € Br(0), the proposition 0;¢ is an interpretation of the real proposition ¢ by the sensor i.
It is noticed that O;¢ is not necessarily a proposition of Br(©), so that 0; should be considered
as an external operator. In order to manipulate these modal propositions, we will consider the
Boolean algebra Br(©,0) generated by © and 0;¢ where ¢ € Bp(©) and i € J. It is also
assumed that the algebra Br(©,0) is compliant with the following constraints on the modal
propositions:

m.i. O0;T =T, forany i€ J,

m.ii. O0;(=¢ V) C (=0;¢V O0), for any ¢,v € Bp(0) and i € J,

m.iii. (optional) 0;¢ C ¢, for any ¢ € Br(©) and i € J,

m.iv. 0;¢ C O; j¢, for any ¢ € Br(©) and 4,5 € J,

m.indep. 0; ;¢ C (T;¢ V O;¢), for any ¢ € Br(0©) and 4,j € J such that i x j.

Together with the axioms m.x, the algebra Br(©,0) is a model characterizing our modal logic.
It is necessary to explain the signification of these axioms.

Axiom m.i explains that the sensors hold any tautology (trivially true propositions) for true.

Axiom m.ii is the model counterpart of the axiom F 0O;(¢ — ¢) — (0;¢ — O;4) of modal logic,
which is a modus ponens encoded within the modality. In other word, axiom m.ii just says that
the sensors make logical deductions. Together, axioms m.i and m.ii express that the sensors are
reasoning logically.

Axiom m.iii says that the sensors always say the truth. More precisely, it says that ¢ is true
whenever sensor i considers ¢ as true. This axiom implies the coherence of the sensors. By
the way, it is probably stronger than the coherence hypothesis. Axiom m.iii is considered as
optional. It will be suppressed in the case of the TBM paradigm, but used otherwise.

3Br(0) could be obtained by propagating the constraints of I within the free Boolean algebra B(0).
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Axiom m.iv says that the knowledge increases with the number of sensors used. More precisely,
m.iv means that the surety of a proposition ¢ is greater according to ¢,j than according to 7
only. Although this axiom seems quite natural, it is noticed that it is not necessarily compatible
with fusion rules involving a redistribution of the conflict.

Axiom m.indep expresses a logical independence of the sensors. Assuming ¢, j to be independent
sensors (i.e. ¢ X j), the axiom m.indep then says that the information obtained from the joint
sensor (4, j) could be obtained separately from one of the sensors i or j. In other word, there is
no possible interaction between the sensors i and j during the observation process.

m.i, m.ii and m.iii are typically the axioms of the system T of modal logic. Before concluding
this subsection, some useful logical theorems are now derived.

6.5.2.1 Useful theorems

The following theorems will be deduced without the help of the optional axiom m.iii. The
axioms used for each theorem will be indicated at the end of the proof.

The modality is non decreasing. Let i € J and ¢,9 € Br(0). Then:
¢ C 1 implies O;¢ C Op .

Proof. ¢ C ¢ implies ¢V =T .
By applying axiom m.i, it comes Di(—mb Vv 1/)) =T.
Now, m.ii implies J;(=¢ V ¢) C =0;¢ V O .
Consequently =0;¢ VvV O;p = T .
As a conclusion, O;¢ C O;0 .

oogd
The proof requested the axioms m.i and m.ii.

Modality and conjunction. (0;¢ A O;1) = O;(¢p A1) for any ¢,v € Br(©) and i € J.

Proof.
Proof of (Q;¢ A Dith) C Oi(d AY).
Since —¢ V =) V (¢ A¢) = T, axiom m.i implies 0;(=¢ V = V (¢ A ¢)))
Now, m.ii implies 0;(=¢ V = V (¢ A ) C =00 V =000 V O, (p A ).
Consequently —=0;¢ V =0;¢0 V O (o A1) = T
As a conclusion, (0;0 A O;00) C O;(d A ).

Proof of (0;¢ A D) D Oi(d A1)
Since O; is non decreasing, it is proved O;(¢ A1) C O;¢ and O;(¢p A ) C Oz,

T.

oogd
The proof requested the axioms m.i and m.ii.

Modality and disjunction. (O;¢V 0;¢) C O;(¢ V ¢) for any ¢,¢ € Br(0) and ¢ € J. In
general, (0,0 V 0;1) # O,(¢ V).
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Proof.
Proof of (0;¢V Oih) C Oi(pV 4).
Since O; is non decreasing, it is proved ;¢ C O;(¢ V ) and T;¢) C Ti(p V ).
Then the result.
A counter-example for (0;¢pV0;)) = O,(pV 1) needs the construction of a dedicated model

of the logic. This construction is outside the scope of the chapter. Readers interested in
models constructions for modal logics could refer to [2].

ood
The proof requested the axioms m.i and m.ii.

Conjunction of heterogeneous modalities. (J;¢pATj 1)) C O; (¢AY) for any ¢,1) € Br(O)
and i,j € J. In other words, if sensor i asserts ¢ and sensor j asserts 1, then the fused sensor
asserts ¢ N .

Proof. Axioms m.iv says 0;¢ C O; j¢ and U9 C O, ;1.

oogd
The proof requested the axioms m.i, m.ii and m.iv.

Disjunction of heterogeneous modalities. (J;¢ vV O;¢) C 0, j¢ for any ¢ € Br(©) and
1,7 € J. In other words, if sensor i or sensor j assert ¢, then the fused sensor asserts ¢ .

Proof. Axioms m.iv says 0;¢ C U; j¢ and O;¢ C O; ;¢
Then, the result is immediate.

oogd
The proof requested the axiom m.iv.

The converse of this property is obtained by means of axiom m.indep, when the sensors i, j are
independent.

6.5.3 Fusion rule

The purpose of this subsection is to derive logically the fusion rule on < © >r, the pre-Boolean
algebra generated by © within the Boolean algebra Br(©).* In a first step, the fusion will
be derived in a strict logical acceptation, by means of the modal operators. In a second step,
the notion of belief is also introduced by means of probabilistic modal propositions. But as a
preliminary, we are beginning by introducing the notion of partitions.

6.5.3.1 Preliminary definitions.

Partition. Let IT C B(©) be a set of propositions. The set II is a partition of T if it satisfies
the following properties:

“In this case I" may contain constraints outside < © >. But this is the same notion of pre-Boolean algebra
discussed earlier.
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e The propositions of IT are exclusive (i.e. disjoint): ¢ A = L for any ¢, € II such that
o F 1,

e The propositions of IT are exhaustive: \/ beTl o=T.

Notice that IT may contain L, in this definition.

Partition and complement. Let II be a partition and let A C IT and B C II. Then:
VelviVel={ V ¢
A $eB HEA\B

This property just tells that the Boolean algebra generated by II is isomorph to the Boolean
structure implied by the set IT \ {L}. The proof of this result is obvious from the definition.

Partitions and probabilities. Partitions are useful since they make possible the definition
of a probability by means of elementary density. More precisely, for any partition II and any
subset A C II, the probability of the proposition \/ scA @ s given by:

p|Vo|=> no).
PpcA PpcA

This property will be particularly useful subsequently for linking the logical fusion to the belief
fusion.

Joint partitions. Let IT and A be two partitions of T. Let I' = {¢p A¢p/¢ € Il and ¢ € A}
be the set of joint propositions obtained from IT and A. Then I' is a partition.

Proof. Let ¢,¢' € IT and 9,4’ € A be such that (¢,¢) # (¢, ¢').
The exclusivity of (¢ A1) and (¢’ A4)') is a direct consequence of:

(SAY)A (S AY) = (6AS)A(WAY)= 1.

The exhaustivity is derived from:

\/ \/(¢/\¢): \/¢ A \/zp —TAT=T.
Pell el Pell PeEA

ooa

Corollary of the proof. (¢ N) = (¢/ A4)') and (¢,9) # (¢',9") imply (¢ A ) = (¢ AY') = L.

This corollary will be useful for the computation of ¢(7) | subsequently.
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6.5.3.2 Logical fusion

Definition of the logical fusion. Logically, the information provided by the sensor ¢ € J is
described by the modal propositions O;¢, where ¢ €< © >p. The propositions of Br(0)\ < © >p
are not considered explicitly, since our discernment is restricted to < © >p.

Let 7,7 € J be two sensors which are independent, i.e. such that ¢ x j. The fusion of ¢ and j is
simply defined as the composite sensor (7, 7). Now arises the following issue: How to character-
ize the fused information O; j¢ from the primary information O;¢ and O;¢ ¢ In order to solve
this question, we introduce first the notion of basic propositional assignments which constitute
the elementary logical components of the information.

Definition of the basic propositional assignments. Let i € J be a sensor. The basic
propositional assignments (bpa) related to sensor i are the modal propositions ) defined for
any ¢ €< © >t by:

o) =00\ AV ST I (6.19)

PE<O>TYCH

The bpa ¢ is the logical information, which sensor i attributes to proposition ¢ intrinsically.
The information of ¢(*) cannot be attributed to smaller propositions than ¢.

Subsequently, the bpas appear as essential tools for characterizing the fusion rule.

Logical properties of the bpa.
Ezclusivity. The bpas ¢\, where ¢ €< © >p, are exclusive for any given sensor i € J :

Vo, €< O >p, ¢ £ = oD Ay = 1 (6.20)

Proof. From the definition, it is deduced:

¢ AP = 0y(p A ) A A G| A A -Om

neE<O>r:nCo neE<O>r:CY

Since p A1) C ¢ or ¢ Ap C 9 when ¢ # 1h, it comes ¢ A () = ||
ood

FEzxhaustivity. The bpas #9, where ¢ €< © >p, are exhaustive for any given sensor ¢ € J :

\/ v® =04, and in particular: \/ p® =T, (6.21)
PE<O>T YT PE<O>T

Proof. The proof is recursive.
It is first noticed that 0O; 1L = L@

Now, let ¢ €< © > and assume \/, -, 7 = O for any ¢ C ¢.
Then:

Vv =gy [\ \/ 0] =¢0v |\ ow

PCo PG nCy (G2
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It follows /s v = (D“b\ (ng¢> DW)) v (ng¢ D“”) = DoV (ng¢ D”) '
Since O; is non decreasing, it is deduced \/wC(b P = 0,0
oogd

Partition. Being both disjoint and exhaustive, the bpas ¢(i), where ¢ €< © >p, constitute a
partition of T .

Joint partition. Let ¢,7 € J. The propositions dD A w(j), where ¢,9 €< © >p, constitute a
partition of T .

Computing the fusion. Let i,5 € J be such that ¢ x j. Then, the following property holds

for any ¢ €< © >p:
i) = \/ (qp(i) /\77(j)) . (6.22)
YME<O>TipAn=¢

Proof.
Lemma.

00 = \/ (O AOym) = \/ (@Z)(i)An(j)) _

YANCo YANCH
Proof of lemma. From the property O;i A Ojn C O, (1 A7) of section 6.5.2.1 and the
non decreasing property of 0; ;, it is deduced:
\/ (©ap AT ) C Oy 6.
PANCo

Now, the axiom m.indep implies 0; j¢ C (0;¢ V U;¢) and then:

Dij0 C ((Dig AD;T) V (O, T AD;9)) .
As a consequence, VwAans(DW AOjn) =0; 0.

Now, since O;1) = \/écw €@ and On = \/CCW ¢U) (refer to the exhaustivity property),
it comes also:

o=\ \/(§<z'>A<<j>): \/ (gmAC(j))_

YAnCo ECy (Cn ENCCo
oo

From the definition of the bpa, it is deduced:

59 =0\ [V o) = V(0 aeN [ V(10 )

Yo NAECH NAECH

Now, since the propositions n() A £€U) constitute a partition (and taking into account the
corollary of the proof in section 6.5.3.1), it comes:

6D = \/ (nu)Afu))_
nA\E=¢
oogd
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Conclusion. The sensors ¢, € J being independent, the fused sensor (i, ) is computed from
1 and j accordingly to the following process:

o Build ¢V = 0,0 \ (V¢e<@>p:¢g¢ Diw) =0;¢\ (V¢e<@>p;¢g¢ w(i)) and
59 030\ (Vowsoms s ) = 5% (Vacsorses 40) for sy 66 8 51,

e Compute ¢(td) = \/n,£€<@>r:n/\£=¢> (n(i) A §(j)) for any ¢ €< © >,

e Derive O; j¢ = \/we<e>p:wc¢ 9 for any ¢ €< © >p.
Obviously, this process is almost identical to the computation of the fused belief Bel; © Bel; in

free DSmT or in the TBM paradigm (while including the empty proposition in the definition
of the belief function):

o Set mi(6) = Beli(9) — ey mi(th) and mj(9) = Bel;(9) — ey ms(¥)
e Compute m; ® m;(¢) = Zn/\§:¢ mi(n)m;(§),
o Get back Bel; @ Belj(¢) = > -, mi ® m;(¥).

It is yet foreseeable that m; ® m;(¢) could be interpreted as p(gf)(i’j )) owing to some additional
hypotheses about the probabilistic independence of the propositions. This idea will be combined
with the entropic maximization method described in section 6.3, resulting in a logically inter-
preted fusion rule for the evidence theories.

For now, we are discussing about the signification of optional axiom m.iii which has not been
used until now.

The consequence of axiom m.iii. Axiom m.iii says ;¢ C ¢ and in particular implies
0,1 C L and then O; 1 = 1. Thus, there are two important properties related to m.iii:

e It establishes a comparison of the propositions ¢ and their interpretation 0;¢ by means
of Dj¢ C ¢,

e It makes the sensors 7 coherent by implying O, 1 = 1.

By removing m.iii, the incoherence 0O;1 # 1 is made possible, and this has a fundamental
interpretation in term of evidence theories.

e Allowing the incoherence O; L # 1 is a logical counterpart of the TBM paradigm,

e Hypothesizing the coherence O;1 = L is a logical counterpart of the DSmT or DST
paradigm.

Next section establishes the connection between the logical fusion and the belief fusion.
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6.5.3.3 From logical to belief fusion

Subsequently, we are assuming that a probability p is defined over the Boolean algebra Br (0, O).
This probability is known partially by means of the sensors. For any 7 € J and any ¢ €< © >
are then defined:

e The belief Bel;(¢) = p(d;¢) ,
e The basic belief assignment m;(¢) = p(gf)(i)) .
For any 7,7 € J such that i x j (independent sensors), the fused bba and belief are defined by:
m; ®mj; =m;; and Bel; @ Bel; = Bel;; . (6.23)

The propositions ¢(?) constituting a partition of T, the logical property

o) = 0,0\ Vo ow® (6.24)

we<@>r:wg¢

implies:

mi(¢) = Beli(¢) — > mi(¥) .
PYCo

From the exhaustivity property, i.e. O;¢0 =\/ o @ is derived:

Beli(@) = 3 mi(w) .
PYCo

By the way, two fundamental properties of evidence theories have been recovered from our
logical approach. Now, the remaining question is about the fusion rule.

From the definition and the computation of ¢(-7), it is deduced:

m; & my(¢) = p(e®) =p | \/ (n(z‘) A 50))
nNE=¢

Since the propositions n(i) A €U are constituting a partition (and owing to the corollary of the
proof in section 6.5.3.1), it is obtained:

miom;(@) = Y. p(n?ned) . (6.25)
NE=¢

It is not possible to reduce (6.25) anymore, without an additional hypothesis. In order to
compute p (n(i) A §(j)) , the independence of sensors ¢ and j will be again instrumental. But
this time, the independence is considered from an entropic viewpoint, and the probabilities
P (n(i) A f(j)) are computed by maximizing the entropy of p over the propositions n(® A £0).
Denoting P(©) = P(Br(0,0)) the set of all probabilities over Bp(©,0), the probabilities
P (n(i) AEU )) are obtained by means of the program:

D E qglpa%) Z —q (77(1') A 5(]')) Ing (77(1') A 5(]’)) ’
neese (6.26)

under constraints: ¢ (qb(i)) =m;(¢) and ¢ (qb(j)) =mj(¢p) forany ¢ €< O >p .
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Combining (6.25) and (6.26), it becomes possible to derive m; @ m; from m; and m;. Three
different cases arise.

e Axiom m.iii is removed. Then, the fusion rule (6.4) of TBM is recovered,

e Axiom mu.iii is used, but < © > verifies the insulation property (6.2). Then, the fusion
rule (6.3) of free DSmT is recovered,

e Axiom m.iii is used in the general case. Then, the definition (6.7) of EMR is recovered.
Moreover, O;(¢) C ¢ implies Bel;(¢) < p(¢), which is exactly the bound hypothesis (6.12).
(Notice that the constraints Bel; j(¢) < p(¢) could be discarded from (6.7) because of the
belief enhancement property of section 6.4)

The logical justification of rule EMR is now completed.

6.6 Conclusion

In this chapter, a new fusion rule have been defined for evidence theories. This rule is computed
in order to maximize the entropy of the joint information. This method provides an adaptive
implementation of the independence hypothesis of the sensors. The rule has been tested on
typical examples by means of an algorithmic optimization and by means of a direct computation.
It has been shown that it does not generate conflicts and is compatible with a probabilistic bound
interpretation of the belief function. It is still able to detect truly conflicting sources however,
since the optimization may be unfeasible on these cases. At last, a main contribution of this
rule is also that it is derived from an interpretation of evidence theories by means of modal
logics.
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Abstract: The Dezert-Smarandache theory of plausible and paradoxical reason-
ing is based on the premise that some elements 0; of a frame © have a non-empty
intersection. These elements are called exhaustive. In number theory, this prop-
erty is observed only in non-Archimedean number systems, for example, in the ring
Z, of p-adic integers, in the field *Q of hyperrational numbers, in the field *R of
hyperreal numbers, etc. In this chapter, I show that non-Archimedean structures
are infinite DSm models in that each positive exhaustive element is greater (or less)
than each positive exclusive element. Then I consider three principal versions of the
non-Archimedean logic: p-adic valued logic Mz,,, hyperrational valued logic M-q,
hyperreal valued logic M+r, and their applications to plausible reasoning. These
logics are constructed for the first time.

7.1 Introduction

The development of fuzzy logic and fuzziness was motivated in large measure by the need for
a conceptual framework which can address the issue of uncertainty and lexical imprecision.
Recall that fuzzy logic was introduced by Lofti Zadeh in 1965 (see [20]) to represent data and
information possessing nonstatistical uncertainties. Florentin Smarandache had generalized
fuzzy logic and introduced two new concepts (see [16], [18], [17]):

1. neutrosophy as study of neutralities;

2. neutrosophic logic and neutrosophic probability as a mathematical model of uncertainty,
vagueness, ambiguity, imprecision, undefined, unknown, incompleteness, inconsistency,
redundancy, contradiction, etc.

183
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Neutrosophy is a new branch of philosophy, which studies the nature of neutralities, as
well as their logical applications. This branch represents a version of paradoxism studies. The
essence of paradoxism studies is that there is a neutrality for any two extremes. For example,
denote by A an idea (or proposition, event, concept), by Anti-A the opposite to A. Then there
exists a neutrality Neut-A and this means that something is neither A nor Anti-A. It is readily
seen that the paradoxical reasoning can be modeled if some elements 6; of a frame © are not
exclusive, but exhaustive, i. e., here 0; have a non-empty intersection. A mathematical model
that has such a property is called the Dezert-Smarandache model (DSm model). A theory of
plausible and paradoxical reasoning that studies DSm models is called the Dezert-Smarandache
theory (DSmT). It is totally different from those of all existing approaches managing uncertain-
ties and fuzziness. In this chapter, I consider plausible reasoning on the base of particular case
of infinite DSm models, namely, on the base of non-Archimedean structures.

Let us remember that Archimedes’ axiom is the formula of infinite length that has one of
two following notations:

e for any ¢ that belongs to the interval [0, 1], we have

e>0)D[e=>1)V(+e=>)V(ie+e+e>1) V.., (7.1)

e for any positive integer ¢, we have

(1) V(I+1>e)VA+1+1>e) V... (7.2)

Formulas (7.1) and (7.2) are valid in the field Q of rational numbers and as well as in the
field R of real numbers. In the ring Z of integers, only formula (7.2) has a nontrivial sense,
because Z doesn’t contain numbers of the open interval (0, 1).

Also, Archimedes’ axiom affirms the existence of an integer multiple of the smaller of two
numbers which exceeds the greater: for any positive real or rational number &, there exists a
positive integer n such that ¢ > % orn-c>1.

The negation of Archimedes’ axiom has one of two following forms:
e there exists € that belongs to the interval [0, 1] such that

e>0)A[e<A(e+e<l)A(e+e+e<])A..], (7.3)

e there exists a positive integer € such that

(I<e)A(l+1<e)A(1+1+1<e)A.. . (7.4)

Let us show that (7.3) is the negation of (7.1). Indeed,

—Vel(e >0)D[(e>1) )Vie+e+e>1)V
Je-=[(e>0)A-[(e>1) )V(Ee+e+e>1)V
e(e>0)A[~(e>1)A-(e+e>1)A(e+e+e>1)A...

Je(e>0)A[e<1 JN(e+e+e<I)A

[ W S
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It is obvious that formula (7.3) says that there exist infinitely small numbers (or infinites-
imals), i. e., numbers that are smaller than all real or rational numbers of the open interval
(0,1). In other words, ¢ is said to be an infinitesimal if and only if, for all positive integers n,
we have |g| < % Further, formula (7.4) says that there exist infinitely large integers that are
greater than all positive integers. Infinitesimals and infinitely large integers are called nonstan-
dard numbers or actual infinities.

The field that satisfies all properties of R without Archimedes’ axiom is called the field of
hyperreal numbers and it is denoted by *R. The field that satisfies all properties of Q with-
out Archimedes’ axiom is called the field of hyperrational numbers and it is denoted by *Q.
By definition of field, if ¢ € R (respectively ¢ € Q), then 1/e € R (respectively 1/ € Q).
Therefore *R and *Q contain simultaneously infinitesimals and infinitely large integers: for an

infinitesimal ¢, we have N = %, where N is an infinitely large integer.

The ring that satisfies all properties of Z without Archimedes’ axiom is called the ring of
hyperintegers and it is denoted by *Z. This ring includes infinitely large integers. Notice that
there exists a version of *Z that is called the ring of p-adic integers and is denoted by Z,,.

I shall show in this chapter that nonstandard numbers (actual infinities) are exhaustive
elements (see section 7.3). This means that their intersection isn’t empty with some other
elements. Therefore non-Archimedean structures of the form *S (where we obtain *S on the
base of the set S of exclusive elements) are particular case of the DSm model. These structures
satisfy the properties:

1. all members of S are exclusive and S C *S,

2. all members of *S\S are exhaustive,

3. if a member «a is exhaustive, then there exists a exclusive member b such that a N'b # (),
4. there exist exhaustive members a, b such that a b # 0,

5. each positive exhaustive member is greater (or less) than each positive exclusive member.

I shall consider three principal versions of the logic on non-Archimedean structures: hy-
perrational valued logic M-«q, hyperreal valued logic M-+, p-adic valued logic Mz, and their
applications to plausible and fuzzy reasoning.

7.2 Standard many-valued logics
Let us remember that a first-order logical language L consists of the following symbols:
1. Variables:

(i) Free variables: ag, a1, as,...,a;,... (j € w)

(1t) Bound variables: zg,z1,x2,...,2;,... (j € w)
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2. Constants:

(i) Function symbols of arity i (i € w): F¢, F, Fi,... ,F]?, ... (j € w). Nullary function
symbols are called constants.

(ii) Predicate symbols of arity i (i € w): Pi, P{, Py,... ,Pf, o (Jew).
3. Logical symbols:

(i) Propositional connectives of arity n; : 0¢°, 07", ..., 07", which are built by superpo-
sition of negation — and implication D.

(11) Quantifiers: Qg, Q1, ..., Qq-

4. Auxiliary symbols: (, ), and , (comma).
Terms are inductively defined as follows:

1. Every individual constant is a term.
2. Every free variable (and every bound variable) is a term.

3. If F™ is a function symbol of arity n, and t1,...,t, are terms, then F"(t1,...,t,) is a
term.

Formulas are inductively defined as follows:

1. If P" is a predicate symbol of arity n, and ¢y,...,t, are terms, then P"(ty,...,t,) is a
formula. It is called atomic or an atom. It has no outermost logical symbol.

2. If p1,p09,...,p, are formulas and [J" is a propositional connective of arity n, then
O"(p1, 92, ...,¢y) is a formula with outermost logical symbol [J".

3. If ¢ is a formula not containing the bound variable x, a is a free variable and Q is a
quantifier, then Qzy(x), where p(x) is obtained from ¢ by replacing a by z at every
occurrence of a in ¢, is a formula. Its outermost logical symbol is Q.

A formula is called open if it contains free variables, and closed otherwise. A formula with-
out quantifiers is called quantifier-free. We denote the set of formulas of a language £ by L. We
will write p(z) for a formula possibly containing the bound variable z, and ¢(a) respectively
©(t) for the formula obtained from ¢ by replacing every occurrence of the variable x by the
free variable a respectively the term ¢. Hence, we shall need meta-variables for the symbols of
a language £. As a notational convention we use letters ¢, ¢, 1, ... to denote formulas.

A matriz, or matriz logic, M for a language L is given by:
1. a non-empty set of truth values V of cardinality |V| = m,
2. a subset D C V of designated truth values,

3. an algebra with domain V' of appropriate type: for every n-place connective [ of £ there
is an associated truth function f: V" — V | and

4. for every quantifier Q, an associated truth function Q: p(V)\0 — V
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Notice that a truth function for quantifiers is a mapping from non-empty sets of truth values
to truth values: for a non-empty set M C V, a quantified formula Qz¢(z) takes the truth value
Q(M) if, for every truth value v € V, it holds that v € M iff there is a domain element d such
that the truth value of ¢ in this point d is v (all relative to some interpretation). The set M is
called the distribution of . For example, suppose that there are only the universal quantifier
V and the existential quantifier 3 in £. Further, we have the set of truth values V = {T, L},
where L is false and T is true, i. e., the set of designated truth values D = {T}. Then we
define the truth functions for the quantifiers V and 3 as follows:

LV{T)H =

2. V({T, L) =V({L}) =
(L =

4. 3T, Lh) =3({TH =

w
LR

Also, a matrix logic 91 for a language L is an algebraic system denoted

m:<V)f0)fla"'7fTaQO)Q1)”’7Qan>

where

1. V is a non-empty set of truth values for well-formed formulas of L,

2. fo, f1,---, fr are a set of matrix operations defined on the set V' and assigned to corre-
sponding propositional connectives Cy°, 07", ..., 07" of L,
3. QO, Ql, ey Qq are a set of matrix operations defined on the set V and assigned to corre-

sponding quantifiers Qp, Q1, ..., Q4 of £,

4. D is a set of designated truth values such that D C V.

Now consider (n + 1)-valued Lukasiewicz’s matriz logic M, 11 defined as the ordered system
<Vps1,7,D,V,A, 3, ¥, {n}> for any n > 2, n € N, where

1. Vipr = {0,1,...,n},

2. for all x € V41, "z =n — x,

3. for all x,y € V41, © Dy = min(n,n — z + y),

4. for all z,y € V11, 2 Vy = (x Dy) Dy = max(z,y),

5. for all z,y € Vo1, 2 Ay = =(—z V —y) = min(z, y),

6. for a subset M C Vj,41, I(M) = max(M), where max(M) is a maximal element of M,
7. for a subset M C Vy41, V(M) = min(M), where min(M) is a minimal element of M,

8. {n} is the set of designated truth values.
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The truth value 0 € V1 is false, the truth value n € V41 is true, and other truth values
x € V41 are neutral.

The ordered system <Vg,—,D,V, A, 3,v, {1}> is called rational valued Lukasiewicz’s matriz
logic Mq, where

L. Vg={z:2€Q}n|0,1],

2. forallz € Vg, v =1—ux,

3. for all z,y € Vg, x Dy =min(1,1 —z +y),

4. for all z,y € Vg, 2 Vy = (z D y) Dy = max(x,y),

5. for all z,y € Vq, x Ay = =(—z V ~y) = min(z, y),

6. for a subset M C Vq, 3(M) = max(M), where max(M) is a maximal element of M,

7. for a subset M C Vg, V(M) = min(M), where min(A/) is a minimal element of M,

8. {1} is the set of designated truth values.

The truth value 0 € Vq is false, the truth value 1 € Vg is true, and other truth values x € Vg
are neutral.

Real valued Lukasiewicz’s matriz logic 9Ny is the ordered system <Vr,—, D, V, A, i g, {1}>,
where

1. VR ={z: z € R} N[0,1],

2. forallx € Vg, "z =1 —x,

3. forall z,y € Vg, x Dy =min(1,1 — z +y),

4. for all z,y € Vg, z Vy = (x D y) Dy = max(z,y),

5. for all z,y € VR, z Ay = =(—2 V —y) = min(z, y),

6. for a subset M C Vg, 3(M) = max(M ), where max(M) is a maximal element of M,

7. for a subset M C Vg, V(M) = min(M ), where min(M) is a minimal element of M,

8. {1} is the set of designated truth values.

The truth value 0 € VR is false, the truth value 1 € VR is true, and other truth values x € Vg
are neutral.

Notice that the elements of truth value sets V,, 11, Vq, and Vg are exclusive: for any members
x,y we have x Ny = (). Therefore Lukasiewicz’s logics are based on the premise of existence
Shafer’s model. In other words, these logics are built on the families of exclusive elements
(see [15], [14]).
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However, for a wide class of fusion problems, “the intrinsic nature of hypotheses can be
only vague and imprecise in such a way that precise refinement is just impossible to obtain in
reality so that the exclusive elements 6; cannot be properly identified and precisely separated”
(see [19]). This means that if some elements 6; of a frame © have non-empty intersection, then
sources of evidence don’t provide their beliefs with the same absolute interpretation of elements
of the same frame © and the conflict between sources arises not only because of the possible
unreliability of sources, but also because of possible different and relative interpretation of ©
(see [3], [4]).

7.3 Many-valued logics on DSm models

Definition 1. A many-valued logic is said to be a many-valued logic on DSm model if some
elements of its set V' of truth values are not exclusive, but exhaustive.

Recall that a DSm model (Dezert-Smarandache model) is formed as a hyper-power set. Let
© = {61,...,0,} be a finite set (called frame) of n exhaustive elements. The hyper-power set
DO is defined as the set of all composite propositions built from elements of © with N and U
operators such that:

1. @,91,...,9n€D9;
2. if A,B € D®, then ANB € D® and AUB € D°,;

3. no other elements belong to D®, except those obtained by using rules 1 or 2.

The cardinality of D® is majored by 22" when the cardinality of © equals n, i. e. |©] = n.
Since for any given finite set ©, [D®| > 29|, we call D® the hyper-power set of ©. Also, D®
constitutes what is called the DSm model M/ (©). However elements 6; can be truly exclusive.
In such case, the hyper-power set D® reduces naturally to the classical power set 2© and this
constitutes the most restricted hybrid DSm model, denoted by M%(0), coinciding with Shafer’s
model. As an example, suppose that © = {01, 6,} with D® = {(}, 0, N 6,01,02,6, Uy}, where
61 and 6 are truly exclusive (i. e., Shafer’s model MY holds), then because 6; N6y = (0 0, one
gets D® = {@, 01 N0y = M0 @, 01,605,601 U (92} = {@, 01,605,601 U (92} =29,

Now let us show that every non-Archimedean structure is an infinite DSm model, but no
vice versa. The most easy way of setting non-Archimedean structures was proposed by Abra-
ham Robinson in [13]. Consider a set © consisting only of exclusive members. Let I be any
infinite index set. Then we can construct an indexed family ©7, i. e., we can obtain the set of
all functions: f: I — © such that f(a) € © for any a € I.

A filter F on the index set I is a family of sets F C p(I) for which:

1. Ae F, ACB= BeF;

2. Ay,..., A€ F= () Ay € F;
k=1

3.0¢ F.
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The set of all complements for finite subsets of I is a filter and it is called a Frechet filter.
A maximal filter (ultrafilter) that contains a Frechet filter is called a Frechet ultrafilter and it
is denoted by U.

Let U be a Frechet ultrafilter on I. Define a new relation « on the set © by

fog={acl: fla)=g(a)} €U. (7.5)

It is easily be proved that the relation « is an equivalence. Notice that formula (7.5) means
that f and g are equivalent iff f and g are equal on an infinite index subset. For each f € ©f
let [f] denote the equivalence class of f under «~. The ultrapower O /U is then defined to be
the set of all equivalence classes [f] as f ranges over ©7:

ofju £ {[f]: f e ©}.

Also, Robinson has proved that each non-empty set © has an ultrapower with respect to a
Frechet ultrafilter 2. This ultrapower © /i is said to be a proper nonstandard extension of ©
and it is denoted by *©.

Proposition 1. Let X be a non-empty set. A nonstandard extension of X consists of a mapping
that assigns a set *A to each A C X™ for allm > 0, such that * X is non-empty and the following
conditions are satisfied for all m,n > 0:

1. The mapping preserves Boolean operations on subsets of X™: if A C X", then *A
*X)™; if A, B C X™, then *(ANB)=(*AN*B),*(AUB) = (*AU*B), and *(A\B)
("A\CB).

2. The mapping preserves Cartesian products: if A C X™ and B C X", then *(A x B) =
*A X *B, where A x B C X", O

1N

This proposition is proved in [5].

Recall that each element of *© is an equivalence class [f] as f: I — ©O. There exist two
groups of members of *© (see Fig. 7.1):

1. functions that are constant, e. g., f(a) = m € © for infinite index subset {a € I}. A
constant function [f = m] is denoted by *m,

2. functions that aren’t constant.

The set of all constant functions of *© is called standard set and it is denoted by “©. The
members of 70 are called standard. 1t is readily seen that “© and © are isomorphic: 70 ~ O.

The following proposition can be easily proved:

Proposition 2. For any set © such that |©| > 2, there exists a proper nonstandard extension
*© for which *O\70O # ().
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2__

g lsn't constant function

the =et &

Figure 7.1: The members of *©: constant and non-constant functions.

Proof. Let I} = {aq,a9,...,Qn,...} C I be an infinite set and let U be a Frechet ultrafilter.
Suppose that ©; = {my,...,m,} such that |©;] > 1 is the subset of © and there is a mapping:

_ my if a = ay;
f(o‘)_{ mo €O ifael\l

and f(a) #mg if a =a mod (n+1), k=1,...,n and o # a.
Show that [f] € *©\?©. The proof is by reductio ad absurdum. Suppose there is m € ©
such that m € [f(«)]. Consider the set:

{ag} tm=my, k=1,...,n;
Igz{aeff(a):m}: I\Il if m = my.
0 it m ¢ {mo,m1,...,my,}.
In any case I ¢ U, because {ay} ¢ U, 0 ¢ U, I\I ¢ U. Thus, [f] € *O\70O. 0

The standard members of *© are exclusive, because their intersections are empty. Indeed,
the members of © were exclusive, therefore the members of 7O are exclusive too. However the
members of *O\?0O are exhaustive. By definition, if a member a € *© is nonstandard, then
there exists a standard member b € *© such that a Nb # 0 (for example, see the proof of
proposition 2). We can also prove that there exist exhaustive members a € *©, b € *© such
that a N b # 0.

Proposition 3. There exist two inconstant functions f1, fo such that the intersection of f1, fo
isn’t empty.

Proof. Let f1: I — © and fa: I — O. Suppose that [f; #n],Vn € ©,i=1,2, 1. e., fi1, fo aren’t
constant. By proposition 2, these functions are nonstandard members of *©. Further consider
an indexed family F'(«) for all & € I such that {a € I: fi(a) € F(a)} eU =[f;] € Basi=1,2.



192 DSM MODELS AND NON-ARCHIMEDEAN REASONING
Consequently it is possible that, for some o € I, fi(a;) N fa(aj) = nj and n; € F(a; ). O

Thus, non-Archimedean structures are infinite DSm-models, because these con-
tain exhaustive members. In next sections, we shall consider the following non-Archimedean
structures:

1. the nonstandard extension *Q (called the field of hyperrational numbers),
2. the nonstandard extension *R (called the field of hyperreal numbers),

3. the nonstandard extension Z,, (called the ring of p-adic integers) that we obtain as follows.
Let the set N of natural numbers be the index set and let © = {0,...,p — 1}. Then the
nonstandard extension ON\U = Z,,.

Further, we shall set the following logics on non-Archimedean structures: hyperrational
valued logic M- q, hyperreal valued logic M+r, p-adic valued logic Mz,. Note that these many-
valued logics are the particular cases of logics on DSm models.

7.4 Hyper-valued Reasoning

7.4.1 Hyper-valued matrix logics

Assume that *Qqo 1) = Q%BI 1]/1/{ is a nonstandard extension of the subset Qo) = QN [0,1] of
rational numbers and 7Qjo 1) C *Qjo,1) is the subset of standard members. We can extend the
usual order structure on Q[ 1] to a partial order structure on *Qg 1:

L. for rational numbers x, y € Qo] we have x < y in Qq 1) iff [f] < [g] in *Q[o,1), where
{a e N: f(a) =z} €U and {a € N: g(a) =y} €U,

i. e., f and g are constant functions such that [f] = *x and [g] = "y,

2. each positive rational number *z € 7Qq 1] is greater than any number [f] € *Qo,1]\7 Qo1

i. e, *» > [f] for any positive © € Qo) and [f] € *Q(,1), where [f] isn’t constant
function.

These conditions have the following informal sense:

1. The sets “Qo,1] and Q[o,1] have isomorphic order structure.

2. The set *Qqo ;) contains actual infinities that are less than any positive rational number
of JQ[o 1]

Define this partial order structure on *Qjg 1 as follows:
O:q 1. For any hyperrational numbers [f], [g] € *Q[o 1), we set [f] < [g] if
{aeN: fla) <g(a)} U
2. For any hyperrational numbers [f], [g] € *Qjo 1], we set [f] < [g] if
{a eN: fo) <gla)} €U
and [f] # [g], 1. e., {a € N: f(a) # g(a)} € U.
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3. For any hyperrational numbers [f], [g] € *Qjo 1], we set [f] = [g] if f € [g].

This ordering relation is not linear, but partial, because there exist elements [f], [g] € *Qjo 11,
which are incompatible.

Introduce two operations max, min in the partial order structure O-q:

1. for all hyperrational numbers [f], [g] € *Q[OJ}, min([f], [g]) = [f] if and only if [f] < [g]
under condition O«q,

2. for all hyperrational numbers [f], [g] € *Q[o,u, max([f], [g]) = [g] if and only if [f] < [g]
under condition O«q,

3. for all hyperrational numbers [f], [g] € *Qjo 1, min([f], [g]) = max([f],[g]) = [f] = [g] if
and only if [f] = [g] under condition O-q,

4. for all hyperrational numbers [f],[g] € *Q[o,1), if [f], [g] are incompatible under condition
O:q, then min([f], [g]) = [h] iff there exists [h] € *Q[o,1) such that

{o € N: min(f(«),g(a)) = h(a)} € U.

5. for all hyperrational numbers [f], [g] € *Qo 1}, if [f],[g] are incompatible under condition
O+q, then max([f], [g]) = [h] iff there exists [h] € Q1) such that

{a € N: max(f(a),g(a)) = h(a)} € U.

Note there exist the maximal number *1 € *Q[g,1; and the minimal number *0 € *Q[o,;; under
condition O«q. Therefore, for any [f] € *Qqo 1}, we have: max(*1, [f]) = *1, max(*0, [f]) = [f],
min(*1, [f]) = [f] and min(*0, [f]) = *0.

Now define hyperrational-valued matriz logic M-q:

Definition 2. The ordered system <V*Q,—|,D,\/,/\,§, g,{*1}> is called hyperrational valued
matriz logic M«q, where

1. Voq ="Qjo,1) ts the subset of hyperrational numbers,

2. forallx € Viq, v ="1—ux,

o

. forallz,y € Viq, x Dy =min(*1,*1 —z +y),

B

. forallz,y € Viq, x Vy = (z D y) Dy = max(x,y),

v

. forall x,y € Veq, x ANy = (-2 V ~y) = min(z, y),

6. for a subset M C Viq, I(M) = max(M), where max(M) is a mazimal element of M,

7. for a subset M C Viq, V(M) = min(M), where min(M) is a minimal element of M,

Co

. {*1} is the set of designated truth values.
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The truth value *0 € Viq is false, the truth value *1 € Viq is true, and other truth values
x € Viq are neutral.

Let us consider a nonstandard extension *Ryg 3 = Rg 1 /U for the subset Ry ;) = RNI0,1]
of real numbers. Let “Ryg ;] C *Ryg 1) be the subset of standard members. We can extend the
usual order structure on Ry 1) to a partial order structure on *Ryg 1:

L. for real numbers x, y € Ry we have = < y in Rygqy iff [f] < [g] in "Ryg ), where
{a e N: f(a) =2} €U and {a € N: g(a) =y} € U,

2. each positive real number *x € “Ryg 1) is greater than any number [f] € "R 1)\"Ryo 1),
As before, these conditions have the following informal sense:
1. The sets “Ryp 1] and Ryg,1 have isomorphic order structure.

2. The set "Ry 1] contains actual infinities that are less than any positive real number of
R
[0,1]-

Define this partial order structure on *Ryg 1 as follows:
O:r 1. For any hyperreal numbers [f], [g] € *Ryo 1], we set [f] < [g] if
{a € N: f(a) < gla)} €U.
2. For any hyperreal numbers [f], [g] € "Ry 1), we set [f] < [g] if
{a €N: f(a) < g(a)} €U

and [f] # [g],i.e.{a € N: f(a) # g(@)} € U.
3. For any hyperreal numbers [f], [g] € *Ryg 1}, we set [f] = [g] if f € [g].

Introduce two operations max, min in the partial order structure O-gR:

L. for all hyperreal numbers [f], [g] € *Ryg 1, min([f], [g]) = [f] if and only if [f] < [g] under
condition O+R,

2. for all hyperreal numbers [f], [g] € *Ryo 1, max([f], [g]) = [g] if and only if [f] < [g] under
condition O+R,

3. for all hyperreal numbers [f], [g] € *Ryg 1, min([f], [g]) = max([f], [g]) = [f] = [g] if and
only if [f] = [¢g] under condition O-g,

4. for all hyperreal numbers [f], [g] € "Ry 1, if [f], [¢] are incompatible under condition O«g,
then min([f],[g]) = [h] iff there exists [h] € *Ryy ;) such that

{a € N: min(f(a),g(a)) = h(a)} € U.

5. for all hyperreal numbers [f],[g] € *Ryg 1), if [f], [9] are incompatible under condition O-g,
then max([f], [g]) = [h] iff there exists [h] € "Ry 1) such that

{a € N: max(f(a),g(a)) = h(a)} € U.
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Note there exist the maximal number *1 € *Ryy; and the minimal number *0 € *Ryq
under condition O«R.

As before, define hyperreal valued matriz logic M-R:

Definition 3. The ordered system <V+gr,—, D, V, /\,g,g, {*1}> is called hyperreal valued matriz
logic M+, where

1. Var = "Ryg 1) is the subset of hyperreal numbers,

2. forallx € Vir, ~x ="1 —x,

3. for all x,y € Vog, © Dy = min(*1,*1 —z + y),

4. forall z,y € Vir, xVy = (x Dy) Dy =max(z,y),

5. forall x,y € Vag, x Ay = =(—x V —y) = min(z, y),

6. for a subset M C Vig, 3(M) = max(M), where max(M) is a mazimal element of M,
7. for a subset M C Vegr, V(M) = min(M), where min(M) is a minimal element of M,
8. {*1} is the set of designated truth values.

The truth value *0 € VxR is false, the truth value *1 € Vigr is true, and other truth values
x € ViR are neutral.

7.4.2 Hyper-valued probability theory and hyper-valued fuzzy logic
Let X be an arbitrary set and let A be an algebra of subsets A C X, i. e.

1. union, intersection, and difference of two subsets of X also belong to A;

2. (), X belong to A.

Recall that a finitely additive probability measure is a nonnegative set function P(-) defined
for sets A € A that satisfies the following properties:

1. P(A) >0 for all A€ A,
2. P(X) =1 and P(0) = 0,

3. if A€ Aand B € A are disjoint, then P(AU B) = P(A) + P(B). In particular P(—A) =
1—-P(A) for all A € A.

The algebra A is called a o-algebra if it is assumed to be closed under countable union (or
equivalently, countable intersection), i. e. if for every n, A, € A causes A =|J A4, € A.

n
A set function P(-) defined on a o-algebra is called a countable additive probability measure
(or a o-additive probability measure) if in addition to satisfying equations of the definition of
finitely additive probability measure, it satisfies the following countable additivity property: for
any sequence of pairwise disjoint sets A, P(A) = > P(A,,). The ordered system (X, A, P) is
n

called a probability space.
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Now consider hyper-valued probabilities. Let I be an arbitrary set, let A be an algebra of
subsets A C I, and let U be a Frechet ultrafilter on I. Set for A € A:

1, AclUu;
) ={ 5 G50

Hence, there is a mapping ps: A — {0, 1} satisfying the following properties:

L py(0) =0, pu(1) = 1;
2. if py (A1) = py(A2) = 0, then (A1 U Ag) = 0;

3. if Ay N Ay = 0, then ,U,M(Al @] Ag) = ,U,M(Al) + MM(AQ).

This implies that py is a probability measure. Notice that py isn’t o-additive. As an
example, if A is the set of even numbers and B is the set of odd numbers, then A € U implies
B ¢ U, because the filter ¢ is maximal. Thus, uy(A) = 1 and py(B) = 0, although the
cardinalities of A and B are equal.

Definition 4. The ordered system (I, A, ) is called a probability space.

Let’s consider a mapping: f: I 3 o+ f(a) € M. Two mappings f, g are equivalent: f « g
if iyy({o € I: f(a) = g(a)}) = 1. An equivalence class of f is called a probabilistic events and
is denoted by [f]. The set *M is the set of all probabilistic events of M. This *M is a proper
nonstandard extension defined above.

Under condition 1 of proposition 1, we can obtain a nonstandard extension of an algebra A
denoted by *A. Let *X be an arbitrary nonstandard extension. Then the nonstandard algebra
*A is an algebra of subsets A C *X if the following conditions hold:

1. union, intersection, and difference of two subsets of * X also belong to *A;

2. (,*X belong to *A.

Definition 5. A hyperrational (respectively hyperreal) valued finitely additive probability mea-
sure is a nonnegative set function *P: * A — Veq (respectively *P: * A — Vir ) that satisfies the
following properties:

1. *P(A) >*0 for all A € * A,
2. *P(*X) = *1 and *P(0) = *0,

3. if A € *A and B € *A are disjoint, then *P(AU B) = *P(A) + *P(B). In particular
*P(-A) =*1 —*P(A) for all A € *A.

Now consider hyper-valued fuzzy logic.

Definition 6. Suppose *X is a nonstandard extension. Then a hyperrational (respectively
hyperreal) valued fuzzy set A in *X is a set defined by means of the membership function *p:
*X = Viq (respectively by means of the membership function *pa: *X — Vig).
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A set A C *X is called crisp if *pa(u) =*1 or *pua(u) = *0 for any u € *X.

The logical operations on hyper-valued fuzzy sets are defined as follows:
L *panp(@) = min(*pa(a), up(z));
2. "paup(z) = max("pa(z), "up(z));
3. "patB(@) ="pa(@) + *pp(x) — *palz) - “pp();

4 *pea(@) = 2pa(@) =1 = "pa(z).

7.5 p-Adic Valued Reasoning

Let us remember that the expansion

—N+1

+00
n:a_N-p_N+a_N+1-p —|—...—|—a_1-p_1—|—a0—|—a1-p—i—...—i—ak-pk—i—...: Z ak-pk,
k=—N

where o, € {0,1,...,p— 1}, Vk € Z, and a_x # 0, is called the canonical expansion of p-adic
number n (or p-adic expansion for n). The number n is called p-adic. This number can be
identified with sequences of digits: n = ... asa1ap,@_1a_5...a_n. We denote the set of such
numbers by Q,.

[e.e]
The expansion n = ag+ag - p+...+ag-p"+... = 3 ag-p*, where ay € {0,1,...,p—1},
k=0

Vk € N U {0}, is called the expansion of p-adic integer n. The integer n is called p-adic. This
number sometimes has the following notation: n = ...asasajag. We denote the set of such
numbers by Z,,.

If n € Z,, n # 0, and its canonical expansion contains only a finite number of nonzero digits
a;, then n is natural number (and vice versa). But if n € Z, and its expansion contains an
infinite number of nonzero digits o, then n is an infinitely large natural number. Thus the set
of p-adic integers contains actual infinities n € Z,\N, n # 0. This is one of the most important
features of non-Archimedean number systems, therefore it is natural to compare Z, with the
set of nonstandard numbers *Z. Also, the set Z, contains exhaustive elements.

7.5.1 p-Adic valued matrix logic

Extend the standard order structure on {0,...,p—1} to a partial order structure on Z,. Define
this partial order structure on Z, as follows:

Oz, Let x = ...xy,... 2170 and y = ...y, ...y1yo be the canonical expansions of two p-adic
integers z,y € Zj,.
1. We set x < y if we have x,, <y, for each n =0,1,...

2. We set x < y if we have z,, <y, for each n = 0,1,... and there exists ng such that
Tng < Yng-

3. We set x =y if x,, = y, for each n =0,1,...
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Now introduce two operations max, min in the partial order structure on Z,:
1 for all p-adic integers z,y € Z,, min(x,y) = x if and only if z <y under condition Oz,
2 for all p-adic integers z,y € Zj,, max(z,y) = y if and only if 2 < y under condition Oz,

3 for all p-adic integers x,y € Z,, max(z,y) = min(z,y) = « = y if and only if x = y under
condition Ogz,,.

The ordering relation Oz, is not linear, but partial, because there exist elements x, 2 € Z,,

which are incompatible. As an example, let p = 2 and let =z = —% = ...10101...101,

z= —% =...01010...010. Then the numbers x and z are incompatible.

Thus,

4 Let x = ...xp...x120 and y = ...y, ...y1Yo be the canonical expansions of two p-adic
integers z,y € Z, and z, y are incompatible under condition Oz,. We get min(z,y) =
Z=...2y...2120, where, for each n =0,1,..., we set

L. zp = yn if Tp > yn,

2. zp=mp if z, < Yn,

3. zp =Xy =yp if vy = yp.
We get max(x,y) =2z =...z,...2120, where, for each n =0,1,..., we set

1. z, =y, if z, < yp,
2. zp = xp if x> Yp,

3. zp =Ty = yYp if 1, = yp.

It is important to remark that there exists the maximal number N4, € Z, under condition
Oz,. It is easy to see:

oo

Npaz =-1=(p-1)+p-1)-p+...+ -1 -pF+...=> (p-1)-p
k=0

Therefore
5 min(x, Nyqz) = « and max(z, Npaz) = Nipag for any o € Z,,.
Now consider p-adic valued matriz logic Mz,

Definition 7. The ordered system <Vz,,—,D,V, A, i g, {Nimaz }> is called p-adic valued matriz
logic Mz, where

1. Vg, ={0,..., Nonaz} = Zp,
2. for allx € Vz,, 2 = Npaz — =,
3. forall x,y € Vz,, * Oy = (Npae — max(x,y) +v),

4. forallz,y € Vz,, xVy=(xr Dy) Dy =max(x,y),
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5. forallx,y € Vg, x Ny = —(-x V —y) = min(z,y),

6. for a subset M C Vz,, 3(M) = max(M), where max(M) is a mazimal element of M,

7. for a subset M C Vz,, ¥(M) = min(M ), where min(M) is a minimal element of M,
8. {Npaz} is the set of designated truth values.

The truth value 0 € Z, is false, the truth value Ny,.; € Z, is true, and other truth values
x € Z, are neutral.

Proposition 4. The logic Mz, = <Vz,,—,D,V, A, 3V, {Nmaz }> is a Boolean algebra.

Proof. Indeed, the operation — in Mz, is the Boolean complement:
1. max(x,—x) = Npaz,

2. min(z,-z) = 0. O

7.5.2 p-Adic probability theory
7.5.2.1 Frequency theory of p-adic probability

Let us remember that the frequency theory of probability was created by Richard von Mises
in [10]. This theory is based on the notion of a collective: “We will say that a collective is a
mass phenomenon or a repetitive event, or simply a long sequence of observations for which
there are sufficient reasons to believe that the relative frequency of the observed attribute would
tend to a fixed limit if the observations were infinitely continued. This limit will be called the
probability of the attribute considered within the given collective” [10].

As an example, consider a random experiment S and by L = {s1,..., s, } denote the set of
all possible results of this experiment. The set S is called the label set, or the set of attributes.
Suppose there are IV realizations of S and write a result x; after each realization. Then we
obtain the finite sample: @ = (z1,...,2n),2; € L. A collective is an infinite idealization of this
finite sample: © = (21,...,2n,...),2; € L. Let us compute frequencies vn(o; x) = ny(a;z)/N,
where ny(o; x) is the number of realizations of the attribute « in the first N tests. There exists
the statistical stabilization of relative frequencies: the frequency vy (a;x) approaches a limit as
N approaches infinity for every label @ € L. This limit P(a) = limvy(a; ) is said to be the
probability of the label « in the frequency theory of probability. Sometimes this probability is
denoted by P, («) to show a dependence on the collective x. Notice that the limits of relative
frequencies have to be stable with respect to a place selection (a choice of a subsequence) in the
collective. A. Yu. Khrennikov developed von Mises’ idea and proposed the frequency theory of
p-adic probability in [6, 7]. We consider here Khrennikov’s theory.

We shall study some ensembles S = Sy, which have a p-dic volume N, where N is the
p-adic integer. If N is finite, then S is the ordinary finite ensemble. If N is infinite, then S
has essentially p-adic structure. Consider a sequence of ensembles M; having volumes /; - P,
j=0,1,... Get S = U2 M;. Then the cardinality |S| = N. We may imagine an ensemble S as
being the population of a tower T' = Tg, which has an infinite number of floors with the follow-
ing distribution of population through floors: population of j-th floor is M;. Set T}, = U?ZOM [
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This is population of the first k& + 1 floors. Let A C S and let there exists: n(A) = klim ng(A),
— 00
where ni(A) = |ANTy|. The quantity n(A) is said to be a p-adic volume of the set A.

We define the probability of A by the standard proportional relation:
P(A) 2 Pg(4) = 12 (7.6)
where |S| = N, n(A) = |ANS]|.

We denote the family of all A C S, for which P(A) exists, by Gs. The sets A € Gg are said
to be events. The ordered system (S,Gg,Pg) is called a p-adic ensemble probability space for
the ensemble S.

Proposition 5. Let F be the set algebra which consists of all finite subsets and their comple-
ments. Then I C Gg.

Proof. Let A be a finite set. Then n(A) = |A| and the probability of A has the form:

_ 14

P =15

Now let B = = A. Then |BNTy| = |T}| —|ANTk|. Hence there exists klirgo |BNT;| = N—|A|.
This equality implies the standard formula:
P(-A)=1-P(4)
In particular, we have: P(S) = 1. O
The next propositions are proved in [6]:
Proposition 6. Let Ay, Ay € Gg and A1 N Ay = 0. Then A1 U Ay € Gs and

P(Al U Ag) = P(Al) + P(Ag)

O
Proposition 7. Let A1, As € Gg. The following conditions are equivalent:
1. Ay U Ay € Gg,
2. Ay N Ay €gg,
3. A1\Az € Gs,
4. A2\ A; € Gg. O

But it is possible to find sets A;, A2 € Gg such that, for example, A1 U Ay ¢ Gg. Thus, the
family Gg is not an algebra, but a semi-algebra (it is closed only with respect to a finite unions
of sets, which have empty intersections). Gg is not closed with respect to countable unions of
such sets.
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Proposition 8. Let A € Gg, P(A) # 0 and B € G4o. Then B € Gs and the following Bayes
formula holds:

(7.7)

Proof. The tower T4 of the A has the following population structure: there are My, elements
on the j-th floor. In particular, T4, = T}, N A. Thus

na,(B) =|BNTy,|=|BNT;| =ni(B)

for each B C A. Hence the existence of na(B) = klim na,(B) implies the existence of ng(B)
—00
with ng(B) = klim nk(B). Moreover, ng(B) = na(B). Therefore,
—00

na(B) _ na(B)/|S
ns(A) ~ ns(A)/15]°

P4(B) =
0

Proposition 9. Let N € Z,, N # 0 and let the ensemble S_1 have the p-adic volume —1 =
Npaz (it is the largest ensemble).

1. Then Sy € Gs_, and
|SN|

- — _N
|S_1]

P571 (SN)

2. Then Gs, C Gs_, and probabilities Pg, (A) are calculated as conditional probabilities with
respect to the subensemble Sy of ensemble S_q:

A PS—1 (A)

Psy(A) =Ps_ ()= Ps . (Sn)

A
Sy yA€Gsy

7.5.2.2 Logical theory of p-adic probability

Transform the matrix logic Mz, into a p-adic probability theory. Let us remember that a
formula ¢ has the truth value 0 € Z, in Mz, if ¢ is false, a formula ¢ has the truth value
Niaz € Zp in Mz, if p is true, and a formula ¢ has other truth values a € Z, in Mz, if ¢ is
neutral.

Definition 8. A function P(p) is said to be a probability measure of a formula ¢ in Mz, if
P(y) ranges over numbers of Q, and satisfies the following axioms:

1. P(p) = 52—, where a is a truth value of p;

2. if a conjunction @ AN has the truth value 0, then P(p V1)) = P(p) + P(v),

3. P(p A9) = min(P(g), P(1)).
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Notice that:

1. taking into account condition 1 of our definition, if ¢ has the truth value N, for any its
interpretations, i. e., ¢ is a tautology, then P(¢) = 1 in all possible worlds, and if ¢ has
the truth value 0 for any its interpretations, i. e., ¢ is a contradiction, then P(¢) =0 in
all possible worlds;

2. under condition 2, we obtain P(—p) =1 — P(¢p).
Since P(Nyaz) = 1, we have

P(max{r € Vg,}) = Y _ P(z)=1

:EEVZP

All events have a conditional plausibility in the logical theory of p-adic probability:

P(¢) = P(¢/Nmaz), (7.8)

i. e., for any ¢, we consider the conditional plausibility that there is an event of ¢, given an
event Nz,
P(o A1)

P(o/y) = P )

. (7.9)

7.5.3 p-Adic fuzzy logic

The probability interpretation of the logic 9z, shows that this logic is a special system of fuzzy
logic. Indeed, we can consider the membership function p4 as a p-adic valued predicate.

Definition 9. Suppose X is a non-empty set. Then a p-adic-valued fuzzy set A in X is a set
defined by means of the membership function pa: X v Z,, where Z, is the set of all p-adic
integers.

It is obvious that the set A is completely determined by the set of tuples {<u, pa(u)>: u €
X}. We define a norm | - |,: Q, — R on Q, as follows:

+oo
n= > ap-plp&p "
k=—N

where L = max{k: n = 0 mod p¥} > 0, i. e. L is an index of the first number distinct
from zero in p-adic expansion of n. Note that [0, £ 0. The function |- |, has values 0 and
{p"}yez on Qp. Finally, |z|, > 0 and |z, = 0 =2 = 0. A set A C X is called crisp if
lpa(u)|p, =1or |pa(u)|, =0 for any u € X. Notice that |pa(u) = 1|, =1 and |pa(u) = 0], = 0.
Therefore our membership function is an extension of the classical characteristic function. Thus,
A = B causes pia(u) = pp(u) for allu € X and A C B causes |pa(u)|p < |up(u)l, for all u € X.

In p-adic fuzzy logic, there always exists a non-empty intersection of two crisp sets. In fact,
suppose the sets A, B have empty intersection and A, B are crisp. Consider two cases under
condition pa(u) # pp(u) for any w. First, [pa(u)|, = 0 or [pa(u)|, =1 for all v and secondly
lpB(u)lp, = 0 or |upg(u)|, = 1 for all u. Assume we have pa(ug) = Npay for some ug, i. e.,
lpa(uo)|p = 1. Then pp(up) # Nmaz, but this doesn’t mean that pp(ug) = 0. It is possible
that |pa(uo)|p =1 and |pup(up)|p, =1 for ug.
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Now we set logical operations on p-adic fuzzy sets:

1. panp(z) = min(pa(x), pp(x));

2. HAuB(CC) = maX(HA(:E)aMB(‘T));

3. patp(z) = pa(z) + pp(x) —min(pa(z), pp(z));

4. p-a(@) = ~pa(@) = Npaz — pa(®) = =1 — pa(z).

7.6 Conclusion

In this chapter, one has constructed on the basis of infinite DSm models three logical many-
valued systems: Mz , M-q, and M+r. These systems are principal versions of the non-
Archimedean logic and they can be used in probabilistic and fuzzy reasoning. Thus, the DSm
models assumes many theoretical and practical applications.

7.7 References

[9]

[10]

[11]

[12]

Bachman G., Introduction to p-adic numbers and valuation theory, Academic Press, 1964.
Davis M., Applied Nonstandard Analysis, John Wiley and Sons, New York, 1977.

Dezert J., Smarandache F., On the generation of hyper-power sets, Proc. of Fusion 2003,
Cairns, Australia, July 8-11, 2003.

Dezert J., Smarandache F., Partial ordering of hyper-power sets and matrix representation
of belief functions within DSmT, Proc. of the 6th Int. Conf. on inf. fusion (Fusion 2003),
Cairns, Australia, July 811, 2003.

Hurd A., Loeb P. A., An Introduction to Nonstandard Real Analysis, Academic Press, New
York.

Khrennikov A. Yu., Interpretations of Probability, VSP Int. Sc. Publishers, Utrecht/Tokyo,
1999.

Khrennikov A. Yu., Van Rooij A., Yamada Sh., The measure-theoretical approach to p-adic
probability theory, Annales Math, Blaise Pascal, no. 1, 2000.

Koblitz N., p-adic numbers, p-adic analysis and zeta functions, second edition, Springer-
Verlag, 1984.

Mahler K., Introduction to p-adic numbers and their functions, Second edition, Cambridge
University Press, 1981.

Mises R. von, Probability, Statistics and Truth, Macmillan, London, 1957.

Pearl J., Probabilistic reasoning in Intelligent Systems: Networks of Plausible Inference,
Morgan Kaufmann Publishers, San Mateo, CA, 1988.

Robert A. M., A course in p-adic analysis, Springer-Verlag, 2000.



[15]

[16]

[17]

[18]

[19]

DSM MODELS AND NON-ARCHIMEDEAN REASONING

Robinson A., Non-Standard Analysis, North-Holland Publ. Co., 1966.

Sentz K., Ferson S., Combination of evidence in Dempster-Shafer Theory, SANDIA Tech.
Report, SAND2002-0835, 96 pages, April 2002.

Shafer G., A Mathematical Theory of Evidence, Princeton Univ. Press, Princeton, NJ,
1976.

Smarandache F., A Unifying Field in Logics: Neutrosophic Logic. Neutrosophy, Neutro-
sophic Set, Probability, and Statistics, (2nd Ed.), Amer. Research Press, Rehoboth, 2000.

Smarandache F., Neutrosophy: A new branch of philosophy, Multiple-valued logic, An in-
ternational journal, Vol. 8, No. 3, pp. 297-384, 2002.

Smarandache F., A Unifying Field in Logics: Neutrosophic Logic, Multiple-valued logic, An
international journal, Vol. 8, No. 3, pp. 385—438, 2002.

Smarandache F., Dezert J. (Editors), Applications and Advances of DSmT for In-
formation Fusion, Collected Works, American Research Press, Rehoboth, June 2004,
http://www.gallup.unm.edu/.smarandache/DSmT-book1.pdf.

Zadeh L., Fuzzy sets, Inform and Control 8, pp. 338-353, 1965.

Zadeh L., Fuzzy Logic and Approximate Reasoning, Synthese, 30, pp. 407-428, 1975.



Chapter 8

An In-Depth Look at Quantitative
Information Fusion Rules

Florentin Smarandache
Department of Mathematics,
The University of New Mexico,
200 College Road,
Gallup, NM 87301, U.S.A.

Abstract: This chapter may look like a glossary of the fusion rules and
we also introduce new ones presenting their formulas and examples: Conjunc-
tive, Disjunctive, Fxclusive Disjunctive, Mized Conjunctive-Disjunctive rules, Con-
ditional rule, Dempster’s, Yager’s, Smets’ TBM rule, Dubois-Prade’s, Dezert-
Smarandache classical and hybrid rules, Murphy’s average rule, Inagaki-Lefevre-
Colot-Vannoorenberghe Unified Combination rules [and, as particular cases:
Iganaki’s parameterized rule, Weighted Average Operator, minC (M. Daniel),
and newly Proportional Conflict Redistribution rules (Smarandache-Dezert) among
which PCRS5 is the most exact way of redistribution of the conflicting mass to
non-empty sets following the path of the conjunctive rulef, Zhang’s Center Com-
bination rule, Convolutive x-Averaging, Consensus Operator (Josang), Cautious
Rule (Smets), a-junctions rules (Smets), etc. and three new T-norm € T-conorm
rules adjusted from fuzzy and neutrosophic sets to information fusion (Tchamova-
Smarandache). Introducing the degree of union and degree of inclusion with respect
to the cardinal of sets not with the fuzzy set point of view, besides that of intersection,
many fusion rules can be improved. There are corner cases where each rule might
have difficulties working or may not get an expected result. As a conclusion, since no
theory neither rule fully satisfy all needed applications, the author proposes a Uni-
fication of Fusion Theories extending the power and hyper-power sets from previous
theories to a Boolean algebra obtained by the closures of the frame of discernment
under union, intersection, and complement of sets (for non-exclusive elements one
considers a fuzzy or neutrosophic complement). And, at each application, one selects
the most appropriate model, rule, and algorithm of implementation.

The material of this chapter has been presented at NASA Langley Research Center, Hampton, Virginia, on
November 5, 2004.
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8.1 Introduction

Let’s consider the frame of discernment © = {61,6,,...,60,}, with n > 2, and two sources of
information:
my(-), ma(-) : S0 [0, 1].

For the simplest frame © = {61,605} one can define a mass matrix as follows:

01 02 01 U6y 01N6Oy CO Coy C(@l N 02) 0
ml(') mi1 iz Mi3 miq mis  Mie Mir mis
ma(-) ma1 Moz Mma3 ma4 Mas Mg Moy Mog

In calculations we take into account only the focal elements, i.e. those for which m;(-) or
ma(-) > 0. In the Shafer’s model one only has the first three columns of the mass matrix,
corresponding to 1, 6y, 61 U0y, while in the Dezert-Smarandache free model only the first four
columns corresponding to 01, 02, 61 Uy, 61 N Oy. But here we took the general case in order to
include the possible complements (negations) as well.

We note the combination of these bba’s, using any of the below rule “r”, by

My = mi Qp Ma.

All the rules below are extended from their power set 2° = (©,U) = {0,0y,05,6; U 65},
which is a set closed under union, or hyper-power set D® = (0,U,N) = {0, 01, 64,0,U60,, 0,65}
which is a distributive lattice called hyper-power set, to the super-power set S© = (0,U,N,C )=
{0,61,65,01 U bs,01 N Oy, CH;,CH2,C(H1 N 6by)}, which is a Boolean algebra with respect to the
union, intersection, and complement (C is the complement).

Of course, all of these can be generalized for © of dimension n > 2 and for any number of
sources s > 2.

Similarly one defines the mass matrix, power-set, hyper-power set, and super-power set for
the general frame of discernment.

A list of the main rules we have collected from various sources available in the open literature
is given in the next sections.

8.2 Conjunctive Rule

If both sources of information are telling the truth, then we apply the conjunctive rule, which
means consensus between them (or their common part):

VA € S©, one has my(A) = Z mi(X7)ma(X2),

X1,X2€8°
X1NX2=A

where the Total Conflicting Mass is:

kiz= Y mi(X1)ma(Xa).

X1,X2€8°
X1NX2=0
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8.3 Disjunctive Rule

If at least one source of information is telling the truth, we use the optimistic disjunctive rule
proposed by Dubois and Prade in [7]:

my(0) =0, and VA € S\ 0, one has my(A) = > ma(X1)ma(Xa).

X1,X2€8°
X1UXo=A

8.4 Exclusive Disjunctive Rule

If only one source of information is telling the truth, but we don’t know which one, then one
uses the exclusive disjunctive rule [7] based on the fact that X; ¥ Xy means either X is true,
or Xo is true, but not both in the same time (in set theory let’s use X; ¥ Xy for exclusive
disjunctive):

my(0) =0, and VA € SO\, one has my(A) = > ma(X1)ma(Xs).

X1,X2€8°
X1VYXo=A

8.5 Mixed Conjunctive-Disjunctive Rule

This is a mixture of the previous three rules in any possible way [7]. As an example, suppose
we have four sources of information and we know that: either the first two are telling the truth
or the third, or the fourth is telling the truth. The mixed formula becomes:

mmu(g)) =0,

and

VA € S\ 0, one has mnqy(A) = > ma (X1)ma(X2)ms(X3)ma(Xy).

X1,X2,X3,X4€8°
((X1 ﬂXQ)UX3)¥X4=A

8.6 Conditioning Rule

This classical conditioning rule proposed by Glenn Shafer in Dempster-Shafer Theory [26] looks
like the conditional probability (when dealing with Bayesian belief functions) but it is different.
Shafer’s conditioning rule is commonly used when there exists a bba, say mg(-), such that for
an hypothesis, say A, one has mg(A) = 1 (i.e. when the subjective certainty of an hypothesis
to occur is given by an expert). Shafer’s conditioning rule consists in combining mg(-) directly
with another given bba for belief revision using Dempster’s rule of combination. We point out
that this conditioning rule could be used also whatever rule of combination is chosen in any
other fusion theory dealing with belief functions. After fusioning m;(.) with mg(A) = 1, the
conflicting mass is transferred to non-empty sets using Dempster’s rule in DST, or DSmH or
PCR5 in DSmT, etc. Another family of belief conditioning rules (BCR) is proposed as a new
alternative in chapter 9 of this book.
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8.7 Dempster’s Rule

This is the most used fusion rule in applications and this rule influenced the development of
other rules. Shafer has developed the Dempster-Shafer Theory of Evidence [26] based on the
model that all hypotheses in the frame of discernment are exclusive and the frame is exhaustive.
Dempster’s rule for two independent sources is given by [26]

mp(0) =0,
and )
VA € SO\ 0, one has mp(A) = . Z mi(X1)me(Xs).
1— ko
X1,X2€89
XiNXo=A

8.8 Modified Dempster-Shafer rule (MDS)

MDS rule was introduced by Dale Fixsen and Ronald P. S. Mahler in 1997 [11] for identifying
objects in a finite universe U containing N elements, and it merges Bayesian and Dempster-
Shafer theories.
Let B and C be two bodies of evidence: B = {(S1,m1), (S2,m2), ..., (S, mp)} and C = {(T1,n1),
(Ty,n2),...(Tc,ne)} where S;, 1 < i < b, T; , 1 < j < ¢, are subsets of the universe U/,and
(Si, m;) represents for the source B the hypothesis object is in S; with a belief (mass assignment)
of m; with of course ), m; = 1. Similarly for (T},n;) for each j.

Then B and C' can be fused just following Dempster’s rule and one gets a new body of

evidence B x C. The elements of B x C are intersections of S; N1} for all ¢ = 1,...,b and
j=1,...,¢, giving the following masses:
B aps(S;, T))
i = iy B L)

if aps(B,C) # 0 (it is zero only in the total degenerate case).
The Dempster-Shafer agreement aps(.,.) is defined by [11]:

b ¢
aps(B,C) = Z mejaDS(Si,Tj) with aps(S,T) =
i=1 j=1
where the set function p(S) = 1if S # 0 and p(0) = 0; aps(S,T) =1 if SNT # O and zero
otherwise.
The agreement between bodies of evidence is just 1—k, where k is the conflict from Dempster-

Shafer Theory. In 1986, J. Yen had proposed a similar rule, but his probability model was
different from Fixsen-Mahler MDS’s (see [50] for details).

8.9 Murphy’s Statistical Average Rule

If we consider that the bba’s are important from a statistical point of view, then one averages
them as proposed by Murphy in [24]:
1

VA € S©, one has my(A) = E[ml(A) + ma(A)].
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Or, more general, Mmixing(A4) = %[wlml(A) +wama(A)], where wq, wy are weights reflecting
the reliability of sources.

8.10 Dezert-Smarandache Classic Rule (DSmC)

DSmC rule [31] is a generalization of the conjunctive rule from the power set to the hyper-power
set.
VA € S®, one has mpsmc(A4) = Z m(X1)ma(X2).

X1,X2€59
X1NXo=A

It can also be extended on the Boolean algebra (©,U,N,C) in order to include the complements
(or negations) of elements.

8.11 Dezert-Smarandache Hybrid Rule (DSmH)

DSmH rule [31] is an extension of the Dubois-Prade rule for the dynamic fusion. The middle
sum in the below formula does not occur in Dubois-Prade’s rule, and it helps in the transfer of
the masses of empty sets — whose disjunctive forms are also empty — to the total ignorance.

mpsmu () =0,
and
VA € S\ 0 one has

mpsmi (A) = Z m1 (X1)ma(Xz) + Z ma (X1)ma(X2)

X1,X2€59 X1,X2€0
X1NXa=A (A=U)V{UebNA=TI}

+ Z my (X1)ma(X2)

X1,X2€8°
X1UXo=A
X1NX2eh

where all sets are in canonical form (i.e. for example the set (AN B)N (AU BUC)) will be
replaced by its canonical form AN B), and U is the disjunctive form of X; N X9 and is defined
as follows:

U(X) =X if X is a singleton,
U(X1 ﬂXQ) = U(Xl) U U(Xg), and
U(X1 UXQ) = U(Xl) U U(Xg);

while I =60, U6y U--- U8, is the total ignorance.
Formally the canonical form has the properties:

i) c(0) =0,

ii) if A is a singleton, then ¢(A4) = A;

iii) if A C B, then ¢(ANB)= A and ¢(AU B) = B;
)

iv) the second and third properties apply for any number of sets.
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8.12 Smets’ TBM Rule

In the TBM (Transferable Belief model) approach, Philippe Smets [36] does not transfer the
conflicting mass, but keeps it on the empty set, meaning that m(@)) > 0 signifies that there
might exist other hypotheses we don’t know of in the frame of discernment (this is called an
open world).

ms(0) =k =Y mi(X1)ma(Xa).

X1,X2€8°
X1NXao=0

and
VA € S@ \ @, one has ms(A) = Z ml(Xl)mg(Xg).

X1,X2€8°
X1NXo=A

8.13 Yager’s Rule

R. Yager transfers the total conflicting mass to the total ignorance [44], i.e.

my (@) =0,  my(D) =mi(Dma(D)+ Y mi(X1)ma(X)
X1,X2€89
X1NXao=0

where I = total ignorance, and

VA e SO\ {0, I}, one has my(A) = Z m1(X1)me(X2).

X1,X2€8°
X1NXo=A

8.14 Dubois-Prade’s Rule

This rule [8] is based on the principle that if two sources are in conflict, then at least one is
true, and thus transfers the conflicting mass m(AN B) >0 to AU B.

mDP(@) - 07

and
VA € S\ 0 one has

mDp(A) = Z ml(Xl)mg(Xg) + Z ml(Xl)mg(Xg).

X1,X2€8° X1,X2€8°
X1NXo=A X1UXo=A
X1NXao=0

8.15 Weighted Operator (Unification of the Rules)

The Weighted Operator (WO) proposed by T. Inagaki in [15] and later by Lefevre-Colot-
Vannoorenberghe in [19] is defined as follows:

mwo () = wn (D) - k2,
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and
VA € SO\, one has mwo(A) = Y mi(X1)ma(Xa) + wn(A) - ki

X1,X2€8°
X1iNXo=A

where w,,(A) € [0,1] for any A € S© and Y ycge win(X) = 1 and w;,(A) are called weighting
factors.

8.16 Inagaki’s Unified Parameterized Combination Rule

Inagaki’s Unified Parameterized Combination Rule [15] is defined by

VA € SO\{0,1}, one has m(A) = [L+p-kia] > ma(X1)ma(X2),

X1,X2€8°
X1NXo=A
and
mg(@) :0,mg(1) = [1 —i—p-klg] Z ml(Xl)mg(X2)+[1 +p'k‘12—p]k‘12
X1,X2€8°
X1NXo=I

where the parameter 0 < p < 1/[1 — k12 — mn(I)], and kjo is the conflict.

The determination of parameter p, used for normalization, is not well justified in the litera-
ture, but may be found through experimental data, simulations, expectations [39]. The greater
is the parameter p, the greater is the change to the evidence.

8.17 The Adaptive Combination Rule (ACR)

Mihai Cristian Florea, Anne-Laure Jousselme, Dominic Grenier and Eloi Bossé propose a new
class of combination rules for the evidence theory as a mixing between the disjunctive (p) and
conjunctive (g) rules [12, 13]. The adaptive combination rule (ACR) between m; and mg is
defined by (my ¢ ma)(0) = 0 and :

(m1oma)(A) = a(k)p(A) + B(k)q(A) , VACO,A#0D (8.1)

Here, oo and 3 are functions of the conflict k¥ = ¢(&) from [0,1] to [0,+oco][. The ACR may be
expressed according only to the function 3 (because of the condition ) 4-g(m1 ©m2)(4) = 1)
as follows:

(miomg)(A) = [1 = (1= k)B(R)p(A) + B(k)g(4) ,  VACO,A#D (8.2)

and (my ¢ mg)(@) = 0 where (3 is any function such that 5 : [0,1] — [0, +o0].

In the general case o and (3 are functions of k with no particular constraint. However, a
desirable behaviour of the ACR is that it should act more like the disjunctive rule p whenever k
is close to 1 (i.e. at least one source is unreliable), while it should act more like the conjunctive
rule ¢, if k is close to 0 (i.e. both sources are reliable). This amounts to add three conditions
on the general formulation:

(Cl) « is an increasing function with «(0) =0 and «(1) = 1;

(C2) S is a decreasing function with 3(0) = 1 and (1) = 0.
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(C3) a(k) =1—(1-k)5(k)

In particular, when k& = 0 the sources are in total agreement and (m; oms)(A) = p(A4),VA C O,
the conjunction represents the combined evidence, while when k = 1 the sources are in total
conflict and (m; ¢ mg)(A) = q(A4),VA C O, the disjunction is the best choice considering that
one of them is wrong.

Note that the three conditions above are dependent and (C1) can be removed, since it is a
consequence of the (C2) and (C3). The particular case of the adaptive combination rule can be
stated as Equation (8.2), VA C ©,A # @ and m(&) = 0, where [ is any decreasing function
such that 5:[0,1] — [0,1] and 5(0) =1 and 3(1) = 0.

8.18 The Weighted Average Operator (WAOQO)

The Weighted Average Operator (WAQO) for two sources proposed in [17] consists in first,
applying the conjunctive rule to the bba’s mq(-) and my(-) and second, redistribute the total
conflicting mass k12 to all nonempty sets in S© proportionally with their mass averages, i.e. for
the set, say A, proportionally with the weighting factor:

wypy (A, my, my) = %(ml(A) + ma(A)).

The authors do not give an analytical formula for it. WAO does not work in degenerate cases
as shown in chapter 1.

8.19 The Ordered Weighted Average operator (OWA)

It was introduced by Ronald R. Yager [46, 48]. The OWA of dimension n is defined as
F : R" — R such that

n
F(al,ag, PN ,an) = ijbj
j=1
where by > by ... > b, and the weights w; € [0, 1] with Y77, w; = 1.

OWA satisfies the following properties:
a) Symmetry: For any permutation I7, one has F(an(l),an(2)7___7amn)) = F(a1,ag,...,a,).
b) Monotonicity: If Vj, a; > d; then F(a1,as,...,a,) > F(d1,da,...,d,).

c) Boundedness: minj(a;) < F(ai,as,...,a,) < max;(a;).
d) Idempotency: If Vj, a; = a, then F(ai,as,...,a,) = F(a,aq,...,a) = a.

A measure associated with this operator with weighting vector W = (w1, wa, ..., wy) is the
Attitude-Character (AC) defined as: AC(W) =37, wj”%{.

8.20 The Power Average Operator (PAO)

It was introduced by Ronald Yager in [47] in order to allow values being aggregated to support
and reinforce each other. This operator is defined by:

> (1 +T(ai)a;)

PAO(ar, az,. - an) = 5= 00 — )
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where T'(a;) = Z?:l i sup(ai, a;) and sup(a, b) denotes the support for a from b which satisfies
the properties:

a) sup(a,b) € [0,1];

b) sup(a,b) = sup(b, a);

c) sup(a,b) > sup(z,y) if |a — b| < |z —y|.

8.21 Proportional Conflict Redistribution Rules (PCR)

8.21.1 PCR1 Fusion rule

In 2004, F. Smarandache and J. Dezert independently developed a Proportional Conflict Re-
distribution Rule (PCR1), which similarly consists in first, applying the conjunctive rule to the
bba’s m1(-) and ma(-) and second, redistribute the total conflicting mass k12 to all nonempty
sets in S© proportionally with their nonzero mass sum, i.e. for the set, say A, proportionally
with the weighting factor:

wsp (A, mi,me) =mi(A) +ma(A) # 0.
The analytical formula for PCR1, non-degenerate and degenerate cases, is:

mpcr1(0) =0,

and
A
VA€ SO0, one has mpom(4) = D mi(X)ma(Xs) + L2,
X1,X2€89 12
X1NXo=A

where ¢12(A) is the sum of masses corresponding to the set A, i.e. c12(A4) = m1(A)+ma(A) # 0,
dy2 is the sum of nonzero masses of all nonempty sets in S© assigned by the sources m1(-) and
ma(+) [in many cases di2 = 2, but in degenerate cases it can be less|, and kjo is the total con-
flicting mass.

Philippe Smets pointed out that PCR1 gives the same result as the WAO for non-degenerate
cases, but PCRI1 extends actually WAQO, since PCR1 works also for the degenerate cases when
all column sums of all non-empty sets are zero because in such cases, the conflicting mass is
transferred to the non-empty disjunctive form of all non-empty sets together; when this dis-
junctive form happens to be empty, then one can consider an open world (i.e. the frame of
discernment might contain new hypotheses) and thus all conflicting mass is transferred to the
empty set.

For the cases of the combination of only one non-vacuous belief assignment m;(-) with
the vacuous belief assignment! m,,(-) where m1(-) has mass assigned to an empty element, say
mi(-) > 0 as in Smets’ TBM, or as in DSmT dynamic fusion where one finds out that a previous
non-empty element A, whose mass mq(A4) > 0, becomes empty after a certain time, then this
mass of an empty set has to be transferred to other elements using PCR1, but for such case
[m1 ® my](+) is different from m;(-). This severe draw-back of WAO and PCR1 forces us to
develop more sophisticated PCR rules satisfying the neutrality property of VBA with better
redistributions of the conflicting information.

!The VBA (vacuous belief assignment) is the bba m.,(total ignorance) = 1.
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8.21.2 PCR2-PCRA4 Fusion rules

F. Smarandache and J. Dezert then developed more improved versions of Proportional Conflict
Redistribution Rule (PCR2-4). A detailed presentation of these rules can be found in Chapter
1 of this book.

In the PCRZ2 fusion rule, the total conflicting mass ks is redistributed only to the non-empty
sets involved in the conflict (not to all non-empty sets as in WAO and PCR1) proportionally with
respect to their corresponding non-empty column sum in the mass matrix. The redistribution is
then more exact (accurate) than in PCR1 and WAO. A nice feature of PCR2 is the preservation
of the neutral impact of the VBA and of course its ability to deal with all cases/models.

mpcre(0) =0,

and VA € S\ () and A involved in the conflict, one has

c19(A
mpcr2(A) = Z my(X1)meo(X2) + 12( ) - k12,
X1,X2€5° 12
X1NXo=A

while for a set B € S\ () not involved in the conflict one has:

mpere(B) = Y mi(X1)ma(Xa),

X1,X2€5°
X1NXo=B

where c13(A) is the non-zero sum of the column of X in the mass matrix, i.e. cj2(A) =
mq(A) +ma(A) # 0, ki2 is the total conflicting mass, and ej2 is the sum of all non-zero column
sums of all non-empty sets only involved in the conflict (in many cases ejo = 2, but in some
degenerate cases it can be less). In the degenerate case when all column sums of all non-empty
sets involved in the conflict are zero, then the conflicting mass is transferred to the non-empty
disjunctive form of all sets together which were involved in the conflict. But if this disjunctive
form happens to be empty, then one considers an open world (i.e. the frame of discernment
might contain new hypotheses) and thus all conflicting mass is transferred to the empty set.

A non-empty set X € S© is considered involved in the conflict if there exists another set
Y € S9 such that X NY = 0 and m12(X NY) > 0. This definition can be generalized for s > 2
sources.

PCRS3 transfers partial conflicting masses, instead of the total conflicting mass. If an in-
tersection is empty, say AN B = (), then the mass m(A N B) > 0 of the partial conflict is
transferred to the non-empty sets A and B proportionally with respect to the non-zero sum
of masses assigned to A and respectively to B by the bba’s mi(-) and ma(:). The PCR3 rule
works if at least one set between A and B is non-empty and its column sum is non-zero. When
both sets A and B are empty, or both corresponding column sums of the mass matrix are zero,
or only one set is non-empty and its column sum is zero, then the mass m(AN B) is transferred
to the non-empty disjunctive form u(A) Uu(B) [which is defined as follows: u(A) = A if A is a
singleton, u(ANB) = u(AUB) = u(A) Uu(B)]; if this disjunctive form is empty then m(ANB)
is transferred to the non-empty total ignorance in a closed world approach or to the empty
set if one prefers to adopt the Smets’ open world approach; but if even the total ignorance is
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empty (a completely degenerate case) then one considers an open world (i.e. new hypotheses
might be in the frame of discernment) and the conflicting mass is transferred to the empty set,
which means that the original problem has no solution in the close world initially chosen for
the problem.

mpcors(0) =0,
and VA € S\ ), one has

mpcr3(A) = Z m1(X1)ma(X2) + c12(A)

X1,X2€8°
X1NXo=A

mq (A)mg (X) + mso (A)m1 (X)
Z c12(A) + c12(X)

XeSO\A

XNA=0
+ > [m1 (X1)ma(X2) + mi(X2)ma(X1)]

X1,X2€59\A
X1NX2=0

u(X1)Uu(X2)=A

+ Ve(A)- > [ma (X1)ma(X2) + ma(X1)m1(X2)]
X1,X2€5%9\A
X1NX2=0

w(X1)=u(X2)=A

where c¢12(A) is the non-zero sum of the mass matrix column corresponding to the set A, and
the total ignorance characteristic function Wg(A) = 1if A is the total ignorance, and 0 otherwise.

The PCR4 fusion rule improves Milan Daniel’s minC rule [3-5]. After applying the conjunc-
tive rule, Daniel uses the proportionalization with respect to the results of the conjunctive rule,
and not with respect to the masses assigned to each nonempty set by the sources of information
as done in PCR1-3 or the next PCR5. PCR4 also uses the proportionalization with respect to
the results of the conjunctive rule, but with PCR4 the conflicting mass mj2(A N B) > 0 when
AN B = 0 is distributed to A and B only because only A and B were involved in the conflict
{AU B was not involved in the conflict since m12(ANB) = m1(A)ma(B)+ma(A)mi(B)}, while
minC [both its versions a) and b)] redistributes the conflicting mass mi2(A N B) to A, B, and
AUB. Also, for the mixed sets such as CN(AUB) = () the conflicting mass m12(CN(AUB)) > 0
is distributed to C' and A U B because only them were involved in the conflict by PCR4, while
minC version a) redistributes mi2(C N (AU B)) to C, AUB, C U AU B and minC version b)
redistributes m12(C' N (AU B)) even worse to A, B, C, AUB, AUC, BUC, AUBUC. The
PCR5 formula for the fusion of two sources is given by

mpcra(0) =0,
and VA € S\ ), one has

mlz(A N X)
mpcora(A) = mia(A) + mia(X) :
Xg;\A miz(A) + mia(X)
XNA=0

where mq2(-) is the conjunctive rule, and all denominators mia(A) + mi2(X) # 0; (if a denom-
inator corresponding to some X is zero, the fraction it belongs to is discarded and the mass
mi2(A N X) is transferred to A and X using PCR3.
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8.21.3 PCRS5 Fusion Rule

PCR5 fusion rule is the most mathematically exact form of redistribution of the conflicting
mass to non-empty sets which follows backwards the tracks of the conjunctive rule formula.
But it is the most difficult to implement. In order to better understand it, let’s start with some
examples:

e Example 1:

A B AUB
m; 0.6 0 0.4
mo 0 0.3 0.7

The conjunctive rule yields:
mig 042 0.12 0.28

and the conflicting mass k1o = 0.18.

Only A and B were involved in the conflict,

k19 = mlg(A N B) = ml(A)mg(B) + mg(A)ml (B) = ml(A)mg(B) =0.6-0.3=0.18.

Therefore, 0.18 should be distributed to A and B proportionally with respect to 0.6 and
0.3 {i.e. the masses assigned to A and B by the sources m;(-) and ma(-)} respectively.
Let = be the conflicting mass to be redistributed to A and y the conflicting mass to be
redistributed to B (out of 0.18), then:

Yy Ty _0.18_02
06403 09 7

T
0.6 0.

w

whence z = 0.6 - 0.2 =0.12, y = 0.
than 0.3. Thus:

w

-0.2 = 0.06, which is normal since 0.6 is twice bigger

mpcera(A) = 0.42 4+ 0.12 = 0.54,
mpCR4(B) =0.12 + 0.06 = 0.18,
mpora(AUB) =0.28 +0 = 0.28.

This result is the same as PCR2-3.

e Example 2:

Let’s modify a little the previous example and have the mass matrix

A B AUB
m; 06 0 0.4
mo 0.2 03 0.5

The conjunctive rule yields:
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mi2 0.50 0.12 0.20

and the conflicting mass k1o = 0.18.

The conflict k19 is the same as in previous example, which means that mq(A) = 0.2 did
not have any impact on the conflict; why?, because m;(B) = 0.

A and B were involved in the conflict, A U B is not, hence only A and B deserve a part
of the conflict, AU B does not deserve.

With PCR5 one redistributes the conflicting mass 0.18 to A and B proportionally with the
masses m1(A) and ma(B) respectively, i.e. identically as above. The mass mg(A) = 0.2
is not considered to the weighting factors of redistribution since it did not increase or
decrease the conflicting mass. One obtains z = 0.12 and y = 0.06, which added to the
previous masses yields:

mpCR4(A) =0.50 +0.12 = 0.62,

mpCR4(B) =0.12 + 0.06 = 0.18,

mPCR4(A U B) = 0.20.

This result is different from all PCR1-4.

Example 3:

Let’s modify a little the previous example and have the mass matrix

A B AUB
mp; 0.6 03 0.1
mo 0.2 03 0.5

The conjunctive rule yields:
mi2  0.44 0.27 0.05

and the conflicting mass

Now the conflict is different from the previous two examples, because mo(A) and mq(B)
are both non-null. Then the partial conflict 0.18 should be redistributed to A and B
proportionally to 0.6 and 0.3 respectively (as done in previous examples, and we got
21 = 0.12 and y1 = 0.06), while 0.06 should be redistributed to A and B proportionally
to 0.2 and 0.3 respectively.
For the second redistribution one similarly calculate the proportions:
x2  y2  x2+y2  0.06
02 03 02+03 05
whence = 0.2-0.12 = 0.024, y = 0.3 - 0.12 = 0.036. Thus:

mpcra(A) = 0.44 + 0.12 + 0.024 = 0.584,

mpcra(B) = 0.27 + 0.06 4 0.036 = 0.366,
mpcra(AU B) = 0.05 + 0 = 0.050.

=0.12,

This result is different from PCR1-4.
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The formula of the PCR5 fusion rule for two sources is given by [35]:

mpcrs(0) =0,

and VA € S\ ), one has

mpcrs(A) = mia(A) + Z [m

Xese\{A}
XNA=0

where mqs(-) is the conjunctive rule, and all denominators are different from zero; if a denomi-
nator is zero, the fraction it belongs to is discarded.

The general PCR5 formula for s > 2 sources is given by (see Chapter 1)

mpcrs(0) =0,

and VA € S\ 0 by

mPCR5(A) = le...s(A) + Z Z

== Xy Xj, €59\ {4}
STy 0TtSS . . t—1 1
1<ri<re<...<ri—1<(r¢=s) {jQ’Ar’jj)t(}EZ? ﬁ)(({ Ldn})
gl 1M g =

{i1,.is FEP* ({1,..,8})
(T =y iy, (A)?) - [HLAHEZTZ_IH miy, (X5,)]
(ITr =1 miy, (A)) + [ZQ(HZ:mH miy, (X5,)] ’

where i, j, k, r, s and ¢ are integers. mqa. s(A) corresponds to the conjunctive consensus on
A between s sources and where all denominators are different from zero. If a denominator is
zero, that fraction is discarded; P¥({1,2,...,n}) is the set of all subsets of k elements from
{1,2,...,n} (permutations of n elements taken by k), the order of elements doesn’t count.

8.21.4 PCRG6 Fusion Rule

PCR6 was developed by A. Martin and C. Osswald in 2006 (see Chapters [22] and [23] for more
details and applications of this new rule) and it is an alternative of PCR5 for the general case
when the number of sources to combine become greater than two (i.e. s > 3). PCR6 does not
follow back on the track of conjunctive rule as PCR5 general formula does, but it gets better
intuitive results. For s = 2 PCR5 and PCR6 coincide. The general formula for PCR6? when
extended to super-power set S© is:

mpcre() =0,

and VA € S\

2Two extensions of PCR6 (i.e. PCR6f and PCR6g) are also proposed by A. Martin and C. Osswald in [22].
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s H Mg, (5 0‘1 (_]
2 miA)? ) :
= jiyai(k)mAz@ +Z Mo, () (Yo, (5))

(Yo'i(l)7"'7Y07L(571))€(Se)5

with m;(A4) + Z mgz(] j) # 0 and where m1s_4(.) is the conjunctive consensus rule and

o counts from 1 to s avoiding 17, i.e.:

oi(j) =17 if j <1,

8.22 The minC Rule

The minC rule (minimum conflict rule) proposed by M. Daniel in [3-5] improves Dempster’s
rule since the distribution of the conflicting mass is done from each partial conflicting mass to
the subsets of the sets involved in partial conflict proportionally with respect to the results of
the conjunctive rule results for each such subset. It goes by types of conflicts. The author did
not provide an analytical formula for this rule in his previous publications but only in Chapter
4 of this volume. minC rule is commutative, associative, and non-idempotent.

Let m12(X NY) > 0 be a conflicting mass, where X NY = (), and X, Y may be singletons
or mixed sets (i.e. unions or intersections of singletons).

minC has two versions, minC a) and minC b), which differs from the way the redistribution
is done: either to the subsets X, Y, and X UY in version a), or to all subsets of P(u(X)Uu(Y))
in version b).

One applies the conjunctive rule, and then the partial conflict, say mj2(A N B), when
AN B = 0, is redistributed to A, B, AU B proportionally to the masses mi2(A), mi2(B),
and mia(A U B) respectively in both versions a) and b). PCR4 redistributes the conflicting
mass to A and B since only them were involved in the conflict.

But for a mixed set, as shown above, say C' N (AU B) = (), the conflicting mass mi2(C' N
(AU B)) > 0 is distributed by PCR4 to C' and A U B because only them were involved in the
conflict, while the minC version a) redistributes m2(CN(AUB)) to C, AUB, CUAU B, and
minC version b) redistributes m2(C' N (AU B)) even worse to A, B, C, AUB, AUC, BUC,
AUBUC.

Another example is that the mass mi12(ANBNC)) > 0, when ANBNC = (, is redistributed
in both versions minC a) and minC b) to A, B, C, AUB, AUC, BUC, AUBUC.

When the conjunctive rule results are zero for all the nonempty sets that are redistributed
conflicting masses, the conflicting mass is averaged to each such set.
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8.23 The Consensus Operator

Consensus Operator (CO) proposed by A. Jgsang in [16] is defined only on binary frames
of discernment. CO doesn’t work on non-exclusive elements (i.e. on models with nonempty
intersections of sets).

On the frame © = {61,602} of exclusive elements, 5 is considered the complement/negation
of 91.

If the frame of discernment has more than two elements, then by a simple or normal coars-
ening it is possible to derive a binary frame containing any element A and its complement C(A).
Let m(-) be a bba on a (coarsened) frame © = {A,C(A)}, then one defines an opinion resulted
from this bba is:

wa = (ba,da,ua, ),
where by = m(A) is the belief of A, d4 = m(C(A)) is the disbelief of A, uy = m(AUC(A)) is
the uncertainty of A, and a4 represents the atomicity of A. Of course by + da +us = 1, for
A 40,

The relative atomicity expresses information about the relative size of the state space (i.e.
the frame of discernment). For every operator, the relative atomicity of the output belief
is computed as a function of the input belief operands. The relative atomicity of the input
operands is determined by the state space circumstances, or by a previous operation in case
that operation’s output is used as input operand. The relative atomicity itself can also be
uncertain, and that’s what’s called state space uncertainty. Possibly the state space uncertainty
is a neglected problem in belief theory. It relates to Smets’ open world, and to DSm paradoxical
world. In fact, the open world breaks with the “exhaustive” assumption, and the paradoxical
world breaks with the “exclusive” assumption of classic belief theory.

CO is commutative, associative, and non-idempotent.

Having two experts with opinions on the same element A,

wia = (b14,d14,u14, @14) and

waa = (baa,daa, u24,24), one first computes
k=wu1a+uga —ura - u24.

Let’s note by bjoa = (b124,d124, U124, 124) the consensus opinion between wj 4 and we4. Then:
a) for k # 0 one has:

biaa = (bra - uA + boa - u14)/k
di2a = (d1a - uga +daa - ura)/k
u124 = (u1a - u2a)/k

a1au24 + cpau1A — (1A + a24)ui AUz
UIA + U4 — 2U14U24

124 =

b) for k = 0 one has:

bioa = (7124 - b1a + b2a)/ (V124 + 1)

dioa = (124 - dia + doa) /(7124 + 1)
ui24 =0

124 = (124 - 014 + @24)/ (7124 + 1)

where 124 = ug4/u14 represents the relative dogmatism between opinions by 4 and boy.
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The formulas are not justified, and there is not a well-defined method for computing the
relative atomicity of an element when a bba is known.

For frames of discernment of size greater than n, or with many sources, or in the open world
it is hard to implement CO.

A bbam(-) is called Bayesian on the frame © = {0, 02} of exclusive elements if m(6,Ufy) =
0, otherwise it is called non Bayesian.

If one bba is Bayesian, say m1(-), and another is not, say ms(-), then the non Bayesian bba
is ignored! See below mco(-) = m(-):

Example
A B AUB
mq 0.3 0.7 0.0
mo 0.8 0.1 0.1
mco 0.3 0.7 0.0
Because
ba da ua ap
mia 0.3 0.7 0.0 0.5
mosq 0.8 0.1 0.1 0.5
QA = Qg = VT&@' = 0.5, where | X| means the cardinal of X, whence aj24 = 0.5.

Similarly one computes the opinion on B, because:

bB dB up ap
mip 0.7 03 00 0.5
mop 0.1 08 0.1 0.5

If both bba’s are Bayseian, then one uses their arithmetic mean.

8.24 Zhang’s Center Combination Rule

The Center Combination Rule proposed by L. Zhang in [54] is given by

X1NX
VA € 9, one has my(A) =k- E Mml(Xl)mg(Xg).
| X1 - | X2
X1,X2€8°
X1NXo=A

where k is a renormalization factor, | X| is the cardinal of the set X, and

. ’Xl ﬂXQ’

X1,X9) =

represents the degree (measure) of intersection of the sets X; and Xs.
In Dempster’s approach the degree of intersection was assumed to be 1.
The degree of intersection could be defined in many ways, for example

. ’Xl ﬂXQ’

X1, X9) =
T( b 2) ’X1UX2’

could be better defined this way since if the intersection is empty the degree of intersection is
zero, while for the maximum intersection, i.e. when X; = X5, the degree of intersection is 1.
One can attach the (X7, X3) to many fusion rules.
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8.25 The Convolutive z-Averaging
The Convolutive x-Averaging proposed by Ferson-Kreinovich in [10] is defined as

VA € S®, one has mx(A) = Z mi(X1)me(X2)
X1,X2€89
(X1+X2)/2=A

This rule works for hypotheses defined as subsets of the set of real numbers.

8.26 The a-junctions Rules

The a-junctions rules [37] are generalizations of the above Conjunctive and Disjunctive Rules,
and they are parameterized with respect to a € [0,1]. Philippe Smets finds the rules for the
elementary frame of discernment © with two hypotheses, using a matrix operator Kx, for each
X € {0, A, B, AU B} and shows that it is possible to extend them by iteration to larger frames
of discernment. These rules are more theoretical and hard to apply.

8.27 The Cautious Rule

The Cautious Rule® has been proposed by Philippe Smets in 2000 and is just theoretical. Also,
Smets does not provide a formula or a method for calculating this rule. He states [38] this
Theorem::

Let m1, mg be two bba’s, and ¢1, g2 their corresponding commonality functions, and SP(my),
SP(ms) the set of specializations of m; and mg respectively. Then the hyper-cautious combi-
nation rule

Mmige = min{m | m € SP(my) N SP(ms)},

and the commonality of mig2 is g12 where ¢12(A) = min{q;(A), ¢2(A)}.

We recall that the commonality function of a bba m(-) is ¢ : S® — [0,1] such that:

q(A) = ) m(X) forall A€ S°.
Xes®
XDA
Now a few words about the least commitment and specialization.

a) Least Commitment, or Minimum Principle, means to assign a missing mass of a bba or
to transfer a conflicting mass to the least specific element in the frame of discernment (in
most of the cases to the partial ignorances or to the total ignorance). “The Principle of
Minimal Commitment consists in selecting the least committed belief function in a set
of equally justified belief functions. This selection procedure does not always lead to a
unique solution in which case extra requirements are added. The principle formalizes the
idea that one should never give more support than justified to any subset of 2. It satisfies
a form of skepticism, of a commitment, of conservatism in the allocation of our belief. In
its spirit, it is not far from what the probabilists try to achieve with the maximum entropy
principle.” [Philippe Smets]

$More details about this rule can be found in [6].
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b) About specialization [18]:

Suppose at time ¢, one has the evidence mg(-) which gives us the value of an hypothesis
A as mo(A). When a new evidence m(-) comes in at time t; > g, then my(A) might
flow down to the subsets of A therefore towards a more specific information. The impact
of a new bba might result in a redistribution of the initial mass of A, my(A), towards its
more specific subsets. Thus m(+) is called a specialization of mg(-).

8.28 Other fusion rules

Yen’s rule is related to fuzzy set, while the p-boxes method to upper and lower probabilities
(neutrosophic probability is a generalization of upper and lower probability) - see Sandia Tech.
Rep.

8.29 Fusion rules based on T-norm and 7-conorm

These rules proposed by Tchamova, Dezert and Smarandache in [40] started from the T-norm
and T-conorm respectively in fuzzy and neutrosophic logics, where the “and” logic operator A
corresponds in fusion to the conjunctive rule, while the “or” logic operator V corresponds to the
disjunctive rule. While the logic operators deal with degrees of truth and degrees of falsehood,
the fusion rules deal with degrees of belief and degrees of disbelief of hypotheses.

A T-norm is a function T}, : [0,1]> — [0, 1], defined in fuzzy/neutrosophic set theory and
fuzzy /neutrosophic logic to represent the “intersection” of two fuzzy/neutrosophic sets and
the fuzzy/neutrosophic logical operator “and” respectively. Extended to the fusion theory the
T-norm will be a substitute for the conjunctive rule.

The T-norm satisfies the conditions:

a) Boundary Conditions: 7,(0,0) = 0, T,(x,1) = z.

b) Commutativity: T,,(x,y) = T, (y, x).

¢) Monotonicity: If x < w and y < v, then T),(z,y) < T),(u,v).
d) Associativity: T, (T, (x,y),z) = Tp(z, Tn(y, 2)).

There are many functions which satisfy the T-norm conditions. We present below the most
known ones:

e The Algebraic Product T-norm: T, _aligebraic(Z,y) = 2 - Y
e The Bounded T-norm: T}, pounded (7, y) = max{0,z +y — 1}
e The Default (min) T-norm [21, 51]: T} —min(x,y) = min{x, y}.

A T-conorm is a function T, : [0,1]2 — [0,1], defined in fuzzy/neutrosophic set theory
and fuzzy /neutrosophic logic to represent the “union” of two fuzzy/neutrosophic sets and the
fuzzy /neutrosophic logical operator “or” respectively. Extended to the fusion theory the T-
conorm will be a substitute for the disjunctive rule.

The T-conorm satisfies the conditions:
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a) Boundary Conditions: T,(1,1) =1, T¢(z,0) = z.

b) Commutativity: Te(z,y) = Te(y, x).

¢) Monotonicity: if x < w and y < v, then T,(z,y) < T.(u,v).
d) Associativity: T.(T.(x,y),2) = Te(z, T,(y, 2)).

There are many functions which satisfy the T-conorm conditions. We present below the most
known ones:

e The Algebraic Product T-conorm: Tc,algebraic(x, Yy =zx+y—x-y
e The Bounded T-conorm: T, _pounded (Z,y) = min{l,z + y}
e The Default (max) T-conorm [21, 51]: Te—pax(z,y) = max{z,y}.

Then, the T-norm Fusion rules are defined as follows:

mni2(4) = Z Tn(mai(X), ma(Y))

X,Yes®©
XNY=A

and the T-conorm Fusion rules are defined as follows:

mU12(A) = Z Tc(ml (X)’mQ(Y))

X,Yes®
XUY=A

The min T-norm rule yields results, very closed to Conjunctive Rule. It satisfies the principle

of neutrality of the vacuous bba, reflects the majority opinion, converges towards idempotence.
It is simpler to apply, but needs normalization.

”What is missed it is a strong justification of the way of presenting the fusion process. But
we think, the consideration between two sources of information as a vague relation, character-
ized with the particular way of association between focal elements, and corresponding degree
of association (interaction) between them is reasonable.” (Albena Tchamova)

”Min rule can be interpreted as an optimistic lower bound for combination of bba and the
below Max rule as a prudent/pessimistic upper bound.” (Jean Dezert)

The T-norm and T-conorm are commutative, associative, isotone, and have a neutral ele-
ment.

8.30 Improvements of fusion rules

Degree of Intersection

The degree of intersection measures the percentage of overlapping region of two sets Xy, Xo
with respect to the whole reunited regions of the sets using the cardinal of sets not the fuzzy
set point of view [27]:

|X1 ﬂX2|
XN X) = 0%,
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where | X| means cardinal of the set X.

This definition of the degree of intersection is different from Zhang’s previous one. For the
minimum intersection/overlapping, i.e. when X; N X5 = (), the degree of intersection is 0, while
for the maximum intersection/overlapping, i.e. when X; = Xy, the degree of intersection is 1.

Degree of Union

The degree of intersection measures the percentage of non-overlapping region of two sets Xi,
X5 with respect to the whole reunited regions of the sets using the cardinal of sets not the fuzzy
set point of view [27]:

|X1 UX2| — |X1 ﬂX2|

For the maximum non-overlapping, i.e. when X; N Xy = (), the degree of union is 1, while
for the minimum non-overlapping, i.e. when X; = Xb, the degree of union is 0.
The sum of degrees of intersection and union is 1 since they complement each other.

Degree of Inclusion

The degree of intersection measures the percentage of the included region X7 with respect to
the includant region Xy [27]:

Let X1 - X2, then
| X |
d(X; C X9) = .
d() C X5) = 0 because nothing is included in Xj, while d(Xy C X5) = 1 because Xs is
fulfilled by inclusion. By definition d(() C ) = 1.
And we can generalize the above degree for n > 2 sets.

Improvements of Credibility, Plausibility and Communality Functions

Thus the Bel(-), P1(-) and Com(-) functions can incorporate in their formulas the above degrees
of inclusion and intersection respectively:

e Credibility function improved:

VA €S9\ 0, one has Bely(4) = > a (X)
Xes®
XCA
e Plausibility function improved:
o B | X N A
VA €S9\ 0, one has Plg(A) = > XU (X)
Xes®
XNA£Q
e Communality function improved:
A
VA € S\ 0, one has Comy(A) = Z % -m(X)
Xe §°
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Improvements of quantitative fusion rules

e Disjunctive rule improved:

Z ’X1UX2’—‘X10X2’

VA €S9\ 0, one has m_g(A) = kug -
\ ud(A) = kud X, 0%

mi (X1)ma(X2),
X1,X2€85°
X1UXo=A

where k4 is a constant of renormalization.

e Dezert-Smarandache classical rule improved:

’Xl ﬂXQ‘

VA € Se, one has mDSmCd(A) = kDSmCd . Z m

X1,X2€8°
X1NX2=A

m1(X1)ma(X2),

where kpsmcgq is a constant of renormalization. It is similar with the Zhang’s Center Com-
bination rule extended on the Boolean algebra (©,U,N,C) and using another definition
for the degree of intersection.

e Dezert-Smarandache hybrid rule improved:

VA € S\ 0 one has
mpsmud(A) = kpsmHd
‘Xl N XQ‘
X1,X2€8° ! 2
X1NXo=A

+ E mi(X7)ma(X2)
X1,X2€0
(A=U)V{U€ebNA=TI}

‘Xl UXQ‘ — ‘Xl ﬂXQ‘
X X
+ E X1 U Xo| mq (X1)ma(X2)

X1,X2€8°
X1UXo=A
X1NXao=0

where kpgmpqg 1S a constant of renormalization.

e Smets’ rule improved:

XiNnX
ms(0) = k12 = ksaq - Z %ml()ﬁ)mﬂ)ﬁ)a
X1,X2€8° ! 2

X1NXo=0

and

X, NnX
VA €S9\ 0,0ne has mg(A) = ksa- Y %ml(xl)m()@),
X1,X2€5° ‘ 1 2‘

X1NXo=A

where kgy is a constant of renormalization.
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e Yager’s rule improved:

|X1 ﬂX2|

my (8) = 0,my (1) = kya- {mDma) + >, g5

X1,X2€89
X1NX2=0

ma(X1)ma(X2)}

and

Xi1NX
VA e S° \{0,1}, one has my4(A) = kyq - Z Mml(Xl)mg(Xg).
X1,X2€8° ‘Xl Y X2‘

X1NX2=A
where I = total ignorance and ky4 is a constant of renormalization.

e Dubois-Prade’s rule improved:
mpp(0) =0,

and

VA € S©\ 0 one has

mpp(A) = kppd

‘Xl ﬂXQ’
E oo 1 (Xy)ma(X2)
X1,X2€59 ‘Xl Y X2’

X1NXo=A

’Xl U X2’ — ‘Xl N X2’
+ mi(X1)ma(X2) ¢,
Xl,XZTESe ‘Xl UX2’
X1UXo=A
X1NXo=0

where kppg is a constant of renormalization.

8.31 Extension of bba on neutrosophic sets

- Let T, I, F C [0,1]. An element x(T,I,F) belongs to a neutrosophic set M as follows:
its membership is 7', its nonmembership is F', and its indeterminacy is I.

- Define a neutrosophic basic belief assignment (nbba):
n(-): 8% = [0,1)%, n(A) = (Ta,1a, Fa),
where T4 = belief in A, F'y = disbelief in A, I4 = indeterminacy on A.

- Admissibility condition: For each A € S©, there exist scalars t4 € Ta, ia € I, fa € Fa
such that:

Z (tA—i-’iA—l—fA):l.

Aes®

- When Fy4 = I4 = ¢ nbba coincides with bba.
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- Intuitionistic Fuzzy Set can not be applied since the sum of
components for a single set < 1.
- N-norms/conorms [42, 43] use nbba’s for information fusion.

- All fusion rules and functions can be extended on nbba’s.

N-norms
N, : (10,1] x [0,1] x [0,1])* = [0,1] x [0,1] x [0,1]
Nn<($1,9€2,9€3)7 (y17y2,y3)) = (NnT($1,y1),NnI($27y2),NnF(UC:s’yg))
- For each component, J € {T, I, F'}, N, satisfies the conditions:

a) Boundary Conditions: N,J(0,0) =0, N, J(z,1) = x.

b) Commutativity: NpJ(x,y) = N,J(y,z).

¢) Monotonicity: If z < u and y < v, then N, J(z,y) < N,J(u,v).
d) Associativity: N, J(N,J(z,y),2) = NpJ(z, Ny J(y, 2)).

N,, represents intersection in neutrosophic set theory, respectively the and operator in
neutrosophic logic.

- Most known ones:

e The Algebraic Product N-norm: Ny, _aigebraic (T,y) = 2 -y
e The Bounded N-Norm: N, _pounded/ (2, y) = max{0,z +y — 1}
e The Default (min) N-norm: N, _pinJ(z,y) = min{z, y}.

N-conorms
N, : ([0,1] x [0,1] x [0,1])* = [0,1] x [0,1] x [0,1]
Ne((@1,2,23), (1592,8) ) = (N (21,00, NeT (w2, 92), NeF (3, 35) )
- For each component, J € {T,1, F}, N, satisfies the conditions:

a) Boundary Conditions: N.J(1,1) =1, N.J(z,0) = x.

b) Commutativity: N.J(z,y) = N.J(y,x).

¢) Monotonicity: if z < w and y < v, then N.J(z,y) < N.J(u,v).
d) Associativity: N.J(N.J(z,y),2) = NeJ(z, N.J(y, 2)).

N, represents union in neutrosophic set theory, respectively the or operator in neutro-
sophic logic.

- Most known ones:

e The Algebraic Product N-conorm: N¢_algebraic (2,y) =2 +y — -y
e The Bounded N-conorm: N, poundedd (%,y) = min{l,z + y}
e The Default (max) N-conorm: N._paxJ(x,y) = max{z,y}.



8.31. EXTENSION OF BBA ON NEUTROSOPHIC SETS 229

N-norm and N-conorm based fusion rules

Let n1(-) and na(-) be nbba’s.

N-norm fusion rulesare defined as follows:

nni2(4) = Z Ni(n1(X),na(Y))

X,YeSA®
XNY=A

N-conorm fusion rules are defined as follows:
nui2(A) = Z Ne(ni(X), na(Y))
X, YeSAO®
XUY=A

- they can replace the conjunctive respectively disjunctive rules (Smarandache 2004)

- need normalizations

Example of N-norm fusion rule

A first doctor’s belief about a patient’s disease A is 0.4, disbelief 0.2, while about the second
disease B his belief is 0.1 with disbelief 0.2 and not sure 0.1. Second doctor is more confident
in disease B with 0.6, his disbelief on A is 0.1 and 0.3 not sure on A.

Hence ni(A) = (0.4,0,0.2), n1(B) = (0.1,0.1,0.2), and ny(A) = (0,0.3,0.1), no(B) =
(0.6,0,0) are nbba’s and frame of discernment {A, B}. Using the Algebraic Product N-norm
fusion rule we get:

nlg(A) = (0, 0, 0.02), ni2 (B) = (0.06, 0, 0),
n12(A N B) = (0.24,0,0) + (0,0.03,0.02) = (0.24,0.03,0.02).

Transfer the conflicting mass n12(ANB) to A and B proportionally to their mass sums (following
PCR3):

21/(0.440) = 31/(0.1 +0.6) = 0.24/1.1,

hence
xr1 = 0.4(0.24/1.1) = 0.087273, y; = 0.7(0.24/1.1) = 0.152727;
hence
x9 = 0.3(0.03/0.4) = 0.0225, y, = 0.1(0.03/0.4) = 0.0075;
x3/0.3 = y3/0.2 = 0.02/0.5,
hence

z3 = 0.3(0.02/0.5) = 0.012, y3 = 0.2(0.02/0.5) = 0.008.
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Summing them with the previous one gets: njou(A) = (0.087273,0.0225, 0.032), nioy(B) =
(0.212727,0.0075,0.008) and renormalize (divide by their sum= 0.37):

N12trnorm (A) = (0.235873,0.060811, 0.086486),
N19trnorm (B) = (0.574938,0.02027,0.021622).

Remark: If first done the normalization and second the transfer the result will be the same [20].

8.32 Unification of Fusion Rules (UFR)

If variable y is directly proportional with variable p, then y = k - p, where k is a constant. If
variable y is inversely proportional with variable ¢, then y = k - %; we can also say that y is
directly proportional with variable %. In a general way, we say that y is directly proportional
with variables pi, po, ..., pm and inversely proportionally with variables ¢1, g2, ..., ¢n, where

m,n > 1, then:

p1-P2... Pm
qg1-q2 ... Qn

y==k =k-

Q™

where P =[], p; and Q = H?:l qj.

Then a Unification of Fusion Rules (UFR) is given by : mypgr(#) = 0 and VA € S©\ 0 one
has

myrr(A) = > d(X1 * X2)R(X1, X3)
X1, Xy € 8°
X1 *XQ =A
P(A) R(A, X)
+ . > d(X * A) -
Q(A) X 50\ A P(A)/Q(A) + P(X)/Q(X)
XxAeFE

where * means intersection or union of sets (depending on the application or problem to be
solved);

d(X *Y) is the degree of intersection or union respectively;

R(X,Y) is a T-norm/conorm (or N-norm/conorm in a more general case) fusion combina-
tion rule respectively (extension of conjunctive or disjunctive rules respectively to fuzzy or
neutrosophic operators) or any other fusion rule; the T-norm and N-norm correspond to the
intersection of sets, while the T-conorm and N-conorm to the disjunction of sets;

E is the ensemble of sets (in majority cases they are empty sets) whose masses must be trans-
ferred (in majority cases to non-empty sets, but there are exceptions for the open world);
P(A) is the product of all parameters directly proportional with A;

while Q(A) is the product of all parameters inversely proportional with A [in most of the cases
P(A) and Q(A) are derived from the masses assigned to the set A by the sources].
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8.33 Unification of Fusion Theories (UFT)

As a conclusion, since no theory neither rule fully satisfy all needed applications, the author
proposes [27-30] a Unification of (Quantitative) Fusion Theories extending the power and hyper-
power sets from previous theories to a Boolean algebra obtained by the closures of the frame of
discernment under union, intersection, and complement of sets (for non-exclusive elements one
considers a fuzzy or neutrosophic complement).

And, at each application, one selects the most appropriate model, rule, and algorithm of
implementation.

Since everything depends on the application/problem to solve, this scenario looks like a
logical chart designed by the programmer in order to write and implement a computer program,
or even like a cooking recipe.

Here it is the scenario attempting for a unification and reconciliation of the fusion theories
and rules:

1) If all sources of information are reliable, then apply the conjunctive rule, which means
consensus between them (or their common part):

2) If some sources are reliable and others are not, but we don’t know which ones are unreli-
able, apply the disjunctive rule as a cautious method (and no transfer or normalization is
needed).

3) If only one source of information is reliable, but we don’t know which one, then use the
exclusive disjunctive rule based on the fact that X7 ¥ X5 VY --- VY X, means either X is
reliable, or X5, or and so on, or X,,, but not two or more in the same time.

4) If a mixture of the previous three cases, in any possible way, use the mixed conjunctive-
disjunctive rule.

5) If we know the sources which are unreliable, we discount them. But if all sources are fully
unreliable (100%), then the fusion result becomes the vacuum bba (i.e. m(0) = 1, and
the problem is indeterminate. We need to get new sources which are reliable or at least
they are not fully unreliable.

6) If all sources are reliable, or the unreliable sources have been discounted (in the default
case), then use the DSm classic rule (which is commutative, associative, Markovian) on
Boolean algebra (0,U,N,C), no matter what contradictions (or model) the problem has.
I emphasize that the super-power set S© generated by this Boolean algebra contains
singletons, unions, intersections, and complements of sets.

7) If the sources are considered from a statistical point of view, use Murphy’s average rule
(and no transfer or normalization is needed).

8) In the case the model is not known (the default case), it is prudent/cautious to use the
free model (i.e. all intersections between the elements of the frame of discernment are
non-empty) and DSm classic rule on S€, and later if the model is found out (i.e. the
constraints of empty intersections become known), one can adjust the conflicting mass at
any time/moment using the DSm hybrid rule.
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9) Now suppose the model becomes known [i.e. we find out about the contradictions (=
empty intersections) or consensus (= non-empty intersections) of the problem/applica-
tion|. Then:

9.1) If an intersection A N B is not empty, we keep the mass m(A N B) on AN B, which
means consensus (common part) between the two hypotheses A and B (i.e. both
hypotheses A and B are right) [here one gets DSmT].

9.2) If the intersection AN B = () is empty, meaning contradiction, we do the following :

9.2.1) if one knows that between these two hypotheses A and B one is right and the
other is false, but we don’t know which one, then one transfers the mass m(ANB)
to m(A U B), since AU B means at least one is right [here one gets Yager’s if
n =2, or Dubois-Prade, or DSmT];

9.2.2) if one knows that between these two hypotheses A and B one is right and the
other is false, and we know which one is right, say hypothesis A is right and B
is false, then one transfers the whole mass m(A N B) to hypothesis A (nothing
is transferred to B);

9.2.3) if we don’t know much about them, but one has an optimistic view on hypotheses
A and B, then one transfers the conflicting mass m(A N B) to A and B (the
nearest specific sets in the Specificity Chains) [using Dempster’s, PCR2-5]

9.2.4) if we don’t know much about them, but one has a pessimistic view on hypotheses
A and B, then one transfers the conflicting mass m(A N B) to AU B (the
more pessimistic the further one gets in the Specificity Chains: (AN B) C A C
(AU B) C I); this is also the default case [using DP’s, DSm hybrid rule,
Yager’s]; if one has a very pessimistic view on hypotheses A and B then one
transfers the conflicting mass m(A N B) to the total ignorance in a closed world
[ Yager’s, DSmT], or to the empty set in an open world [ TBM];

9.2.5.1) if one considers that no hypothesis between A and B is right, then one transfers
the mass m(AN B) to other non-empty sets (in the case more hypotheses do exist
in the frame of discernment) — different from A, B, AUB — for the reason that:
if A and B are not right then there is a bigger chance that other hypotheses in
the frame of discernment have a higher subjective probability to occur; we do
this transfer in a closed world [DSm hybrid rule]; but, if it is an open world, we
can transfer the mass m(A N B) to the empty set leaving room for new possible
hypotheses [here one gets TBM)];

9.2.5.2) if one considers that none of the hypotheses A, B is right and no other hypoth-
esis exists in the frame of discernment (i.e. n = 2 is the size of the frame of
discernment), then one considers the open world and one transfers the mass to
the empty set [here DSmT and TBM converge to each other].

Of course, this procedure is extended for any intersections of two or more sets: AN BNC), etc.
and even for mixed sets: AU (BUC), etc.

If it is a dynamic fusion in a real time and associativity and/or Markovian process are
needed, use an algorithm which transforms a rule (which is based on the conjunctive rule and
the transfer of the conflicting mass) into an associative and Markovian rule by storing the pre-
vious result of the conjunctive rule and, depending of the rule, other data. Such rules are called
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quasi-associative and quasi-Markovian.

Some applications require the necessity of decaying the old sources because their information
is considered to be worn out.

If some bba is not normalized (i.e. the sum of its components is < 1 as in incomplete
information, or > 1 as in paraconsistent information) we can easily divide each component by
the sum of the components and normalize it. But also it is possible to fusion incomplete and
paraconsistent masses, and then normalize them after fusion. Or leave them unnormalized since
they are incomplete or paraconsistent.

PCR5 does the most mathematically exact (in the fusion literature) redistribution of the
conflicting mass to the elements involved in the conflict, redistribution which exactly follows
the tracks of the conjunctive rule.
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Abstract: In this chapter we propose a new family of Belief Conditioning Rules
(BCR) for belief revision. These rules are not directly related with the fusion of
several sources of evidence but with the revision of a belief assignment available at
a given time according to the new truth (i.e. conditioning constraint) one has about
the space of solutions of the problem.

9.1 Introduction

In this chapter we define several Belief Conditioning Rules (BCR) for use in information fusion
and for belief revision. Suppose we have a basic belief assignment (bba) mi(.) defined on
hyper-power set D, and we find out that the truth is in a given element A € D®. So far in
literature devoted to belief functions and the mathematical theory of evidence, there has been
used Shafer’s Conditioning Rule (SCR) [2], which simply combines the mass m1(.) with a specific
bba focused on A, i.e. mg(A) = 1, and then uses Dempster’s rule to transfer the conflicting mass
to non-empty sets. But in our opinion this conditioning approach based on the combination of
two bba’s is subjective since in such procedure both sources are subjective. While conditioning a
mass m1(.), knowing (or assuming) that the truth is in A, means that we have an absolute (not
subjective) information, i.e. the truth is in A has occurred (or is assumed to have occurred),
thus A was realized (or is assumed to be realized), hence it is an absolute truth. ”Truth in A”
must therefore be considered as an absolute truth when conditioning, while mg(A) = 1 used
in SCR does not refer to an absolute truth actually, but only to a subjective certainty in the
possible occurrence of A given by a second source of evidence. This is the main and fundamental
distinction between our approaches (BCRs) and Shafer’s (SCR). In our opinion, SCR does not
do a conditioning, but only a fusion of m;(.) with a particular bba mg(A) = 1. The main
advantage of SCR is that it is simple and thus very appealing, and in some cases it gives the
same results with some BCRs, and it remains coherent with conditional probability when m;(.)
is a Bayesian belief assignment. In the sequel, we will present many (actually thirty one BCR
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rules, denoted BCR1-BCR31) new alternative issues for belief conditioning. The sequel does
not count: a) if we first know the source m;(.) and then that the truth is in A (or is supposed
to be in A), or b) if we first know (or assume) the truth is in A, and then we find the source
m1().The results of conditioning are the same. In addition, we work on a hyper-power set,
that is a generalization of the power set. The best among these BCR1-31, that we recommend
researchers to use, are: BCR17 for a pessimistic/prudent view on conditioning problem and
a more refined redistribution of conflicting masses, or BCR12 for a very pessimistic/prudent
view and less refined redistribution. After a short presentation of SCR rule, we present in the
following sections all new BCR rules we propose, many examples, and a very important and
open challenging question about belief fusion and conditioning.

9.2 Shafer’s conditioning rule (SCR)

Before going further in the development of new belief conditioning rules, it is important to recall
the conditioning of beliefs proposed by Glenn Shafer in [2] (p.66-67) and reported below.

So, let’s suppose that the effect of a new evidence (say source 2) on the frame of discernment
O is to establish a particular subset B C © with certainty. Then Bely will give a degree of belief
one to the proposition corresponding to B and to every proposition implied by it:

Bely(4) = {1, ifB 4,
0, otherwise.

Since the subset B is the only focal element of Bels, its basic belief assignment is one,
i.e. mo(B) = 1. Such a function Bely is then combinable with the (prior) Bel; as long as
Bel;(B) < 1, and the Dempster’s rule of combination (denoted @) provides the conditional
belief Bel; (.|B) = Bel; & Bely (according to Theorem 3.6 in [2]). More specifically, one gets for

all AC O,

Bell(A U B) — Bell(B)

Bel; (A|B) = 1 — Bel;(B)
P11 (A|B) = %(;)B)

where P1(.) denotes the plausibility function.

9.3 Belief Conditioning Rules (BCR)

Let © = {01,(92,...

,0,}, n > 2, and the hyper-power set! D®. Let’s consider a basic belief
assignment (bba) m(. — [0,

): D® 1] such that )y pe m(X) = 1.

Suppose one finds out that the truth is in the set A € DO\ {0}. Let Pp(A) = 24N DO\ {0},
i.e. all non-empty parts (subsets) of A which are included in D®. Let’s consider the nor-
mal cases when A # () and ZYG’PD( A) m(Y) > 0. For the degenerate case when the truth

!The below formulas can also be defined on the power set 2° and respectively super-power set S© in exactly
the same way.
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is in A = (), we consider Smets’ open-world, which means that there are other hypotheses
O = {0n11,0p12, - Opim}, m > 1, and the truth is in A € D\ {0}. If A = 0 and we consider
a close-world, then it means that the problem is impossible. For another degenerate case, when
> yepp(a)ym(Y) =0, i.e. when the source gave us a totally (100%) wrong information m(.),

then, we define: m(A|A) £ 1 and, as a consequence, m(X|A) = 0 for any X # A.

Let S(A) = {(91‘1,(91‘2, . ,Gip},
example, if A = 67 U (03N 6,) the
generated by A:

1 < p < n, be the singletons/atoms that compose A (For
n s(A) = {01,03,0,}.). We consider three subsets of D® \ {),

e D =Pp(A), the parts of A which are included in the hyper-power set, except the empty
set;

o Dy ={(©\s(A)),U,Nn}\ {0}, i.e. the sub-hyper-power set generated by © \ s(A) under
U and N, without the empty set.

e D3 = (D®\ {0})\ (D1 U Dy); each set from D3 has in its formula singletons from both
s(A) and O \ s(A) in the case when O \ s(A) is different from empty set.

Dy, Dy and D3 have no element in common two by two and their union is D® \ {(}.

Ezamples of decomposition of DO\ {#} = Dy U Dy U D3: Let’s consider © = {A, B,C} and the
free DSm model.

e If one supposes the truth is in A, then D; = {A, ANB, ANC, ANBNC} = P(A)N(D®\ (),
i.e. D contains all the parts of A which are included in D®, except the empty set. Do
contains all elements which do not contain the letter A, i.e. Dy = ({B,C},U,N) =
DBCY — (B C,BUC,BNC}. D3 ={AUB,AUC,AUBUC,AU(BNC)}, i.e. In this
case, sets whose formulas contain both the letters A and at least a letter from {B,C} and
are not included in D;.

e If one supposes the truth is in AN B, then one has D1 ={ANB,ANBNC}, Dy ={C};
i.e. Dy elements do not contain the letters A, B; and D3 = {A, B, AUB, ANC,BNC,...},
i.e. what’s left from D® \ {()} after removing D; and Ds.

e If one supposes the truth is in AU B, then one has D1 = {A, B, ANB, AUB}, and all other
sets included in these four ones, i.e. ANC, BNC, ANBNC, AU(BnC), BU(ANCQC),
(ANC)u (BNCQC), etc; Dy = {C}, i.e. Dy elements do not contain the letters A, B and
D3 ={AUC,BUC,AUBUC,CU(ANDB)}.

e If one supposes the truth is in AU BUC, then one has Dy = D®\ {#}. D, does not exist
since s(AUBUC) = {A,B,C} and © \ {4, B,C} = (; i.e. Dy elements do not contain
the letters A, B, C. D3 does not exist since (D \ {#})\ D; = 0.

e If one supposes the truth is in ANBNC, then one has D1 = {ANBNC'}; Dy does not exist;
i.e. Dy elements do not contain the letters A, B, C' and D3 equals everything else, i.e.
(DO\{0})\D; = {A, B,C, ANB, ANC, BNC, AUB, AUC, BUC, AUBUC, AU(BNC),...};
D3 has 19 — 1 — 1 = 17 elements.

We propose several Belief Conditioning Rules (BCR) for deriving a (posterior) conditioning

belief assignment m(.|A) from a (prior) bba m(.) and a conditioning set A € D® \ {}}. For all
forthcoming BCR formulas, of course we have:
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m(X|A) =0, if X ¢D (9.1)

9.3.1 Belief Conditioning Rule no. 1 (BCR1)

The Belief Conditioning Rule no. 1, denoted BCR1 for short, is defined for X € D; by the
formula

m(X) - ZZEDgUDg, m(Z) _ m(X)
> vep, m(Y) >yep, ™Y)

This is the easiest transfer of masses of the elements from D and D3 to the non-empty
elements from D;. This transfer is done indiscriminately in a similar way to Dempster’s rule
transfer, but this transfer is less exact. Therefore the sum of masses of non-empty elements
from Dy and Dj is transferred to the masses of non-empty elements from D; proportionally
with respect to their corresponding non-null masses.

mpcer (X]A) =m(X) +

(9.2)

In a set of sets, such as Dy, Do, D3, D®, we consider the inclusion of sets, C, which is
a partial ordering relationship. The model of D® generates submodels for Dy, Dy and Ds
respectively.

Let W € Ds. We say X € D is the k-largest, k > 1, element from D; that is included in
W, if: Y € Dy \ {X} with X C Y, and Y C W. Depending on the model, there are k > 1
such elements. Similarly, we say that X € D; is the k-smallest, k > 1, element from D; that
is included in W, if: Y € Dy \ {X} with Y C X, and Y C W. Since in many cases there are
k > 1 such elements, we call each of them a k-smallest element.

We recall that the DSm Cardinal, i.e. Cardpg,(X) for X € D®, is the number of distinct

parts that compose X in the Venn Diagram. It depends on the model and on the cardinal of
©, see [3] for details.
We partially increasingly order the elements in D; using the inclusion relationship and their
DSm Cardinals. Since there are elements X,Y € D; that are in no relationship with each other
(le. X 2Y,Y ¢ X), but having the same DSm Cardinal, we list them together in a same
class. We, similarly as in statistics, say that X is a k-median, k > 1, element if X is in the
middle of D in the case when cardinal of Dy, Card(D;), is odd, or if Card(D;) is even we
take the left and right classes from the middle of D; list. We also compute a k-average, k > 1,
element of Dy by first computing »y.p, Cardpsm(X)/Card(Dy). Then k-average elements
are those whose DSm Cardinal is close to the atomic average of D;. For each computation of
k-largest, k-smallest, k-median, or k-average we take the whole class of a such element. In a
class as stated above, all elements have the same DSm Cardinal and none is included in another
one.

Let’s see a few examples:
a) Let © = {A, B,C}, Shafer’s model, and the truth is in B U C.
D, ={B,C,BUC} Cardpsm(B) = Cardpsm(C) =1 Cardpsm(BUC) =2

In Dy, we have: the 1-largest element is B U C; the k-smallest (herein 2-smallest) are B,
C'; the k-median (herein 2-median) is the class of C, which is formed by the elements B,
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C'; the k-average of Dy is (Cardpsm(B)+ Cardpsm(C)+ Cardps,(BUC))/Card(Dy) =
(1+1+2)/3=1.333333 ~ 1 and the k-averages are B, C.

b) Let © = {A, B,C}, free DSm model, and the truth is in BU C. Then:

Di={BNCNABNC,BNACNA,
Cardpsm=1 Cardpsm=2
(BNC)U(BNA),BNC)U(CNA),(BNA)U((CNA),
Cardpsm=3
(BNC)U(BNA)U(CNA),B,C,BU(CNA),CU(BNA), w}

Cardpsm=4 Cardpsm=>5 Cardpsm=6

Therefore Card(D;) = 13.

Dy={ A } and Card(Dy) = 1.
Cardpsm=4

Ds;={AU(BNC),AUB,AUC,AUBUC} and Card(Ds3) = 4.
N———

Cardpgm=>5 Cardpsm=06 Cardpsm=T7

One verifies easily that:

Card(D®) =19 = Card(D;) + Card(Ds) + Card(D3) + 1 element (the empty set)

c) Let © = {A, B,C}, free DSm model, and the truth is in B.

D,={BNCNABNABNC, B }
—_ T =

class 1 class 2 class 3

Cardpsm(class 1) =1 Cardpsm(class 2) = 2 Cardpsm(class 3) =3

The Dy list is increasingly by class DSm Cardinals. The 1-largest element is B; the 1-
smallest is B N C N A; the 2-median elements are B N A, B N C; the average of DSm
Cardinals is [1- (1) +2-(2) + 1 (3)]/4 = 2. The 2-average elements are BN A, BNC.

For the following BCR formulas, the k-largest, k-smallest, k-median, and k-average elements
respectively are calculated only for those elements from D, that are included in a given W (where
W € Ds), not for the whole D;.

9.3.2 Belief Conditioning Rule no. 2 (BCR2)

In Belief Conditioning Rule no. 2, i.e. BCR2 for short, a better transfer is proposed. While the
sum of masses of elements from D5 is redistributed in a similar way to the non-empty elements
from D; proportionally with respect to their corresponding non-null masses, the masses of
elements from Ds are redistributed differently, i.e. if W € D3 then its whole mass, m(W), is
transferred to the k-largest (with respect to inclusion from D;) set X C W; this is considered
a pessimistic/prudent way. The formula of BCR2 for X € D is defined by:
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m(X) -3 zep, M%)

MBCR2 (X|A) = m(X) + ZYGDI m(Y)

+ > m(W)/k  (9.3)
WeDs
XCW,X is k-largest

or equivalently

m(X) - ZZeDlL_JDg m(Z)
ZY€D1 m(Y)

mpcore(X|A) = + > m(W)/k (9.4)

WeDs
XCW,X is k-largest

where X is the k-largest (with respect to inclusion) set included in W. The previous formula is
actually equivalent in the Shafer’s model to the following formula:

m(X) : ZZEDlL_JDz m(Z)

SvepmY) > m(W)/k  (95)

WeDs
W=X when ©\s(A)=0

mpcre(X|A) =

9.3.3 Belief Conditioning Rule no. 3 (BCR3)

The Belief Conditioning Rule no. 3, i.e. BCR3 is a dual of BCR2, but the transfer of m(W) is
done to the k-smallest, k > 1, (with respect to inclusion) set X C W, i.e. in an optimistic way.
The formula of BCR3 for X € D is defined by:

m(X) - ZZeDg m(Z) n Z

mBCRB(X|A) = m(X) + ZYng m(Y)

m(W)/k (9.6)

WeDs
XCW,X is k-smallest

or equivalently

m(X) : ZZ6D1UD2 m(Z)

mBCRB(X|A) = ZY 5 m(Y)

+ 3 m(W)/k  (9.7)
WeDs
XCW,X is k-smallest

where X is the k-smallest, k£ > 1, (with respect to inclusion) set included in W.

There are cases where BCR2 and BCR3 coincide, i.e. when there is only one, or none,
X C W for each W € Ds.

9.3.4 Belief Conditioning Rule no. 4 (BCRA4)

In an average between pessimistic and optimistic ways, we can consider ” X k-median” in the
previous formulas in order to get the Belief Conditioning Rule no. 4 (BCR4), i.e. for any
X € Dy,
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m(X) - > zep, M(2)
ZY6D1 m(Y)

mpora(X|A) = m(X) + + > m(W)/k (9.8)

WeDs
XCW,X is k-median

or equivalently

m(X) - ZZEDIUDQ m(Z)
ZY6D1 m(Y)

mpera(X|A) = + > m(W)/k (9.9)

WeDs
XCW,X is k-median

where X is a k-median element of all elements from D which are included in W. Here we do
a medium (neither pessimistic nor optimistic) transfer.

9.3.5 Belief Conditioning Rule no. 5 (BCRS5)

We replace ” X is k-median” by 7 X is k-average” in BCR4 formula in order to obtain the BCR5,
i.e. for any X € Dy,

m(X) ZZEDlUDQ m(Z)
ZY6D1 m(Y)

mpcors(X|A) = + > m(W)/k (9.10)

WeDs
XCW,X is k-average

where X is a k-average element of all elements from D; which are included in W. This transfer
from Dg is also medium and the result close to BCR4’s.

9.3.6 Belief Conditioning Rule no. 6 (BCR6)

BCR6 does a uniform redistribution of masses of each element W € D3 to all elements from Dy
which are included in W, i.e. for any X € Dx,

m(X) - ZZeDluDg m(Z) m(W)

Svep m(Y) 2. Gard(V e DV C)
WeDs

Xcw

mpcre(X|A) =

(9.11)

where Card{V € D;|V C W} is the cardinal (number) of D; sets included in W.

9.3.7 Belief Conditioning Rule no. 7 (BCRYT)

In our opinion, a better (prudent) transfer is done in the following Belief Conditioning Rule no.
7 (BCRT) defined for any X € Dy by:
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m(X) -3 zep, M%)
ZYGDI m(Y)

fmx) Y —g”bgW) Y Wk

mporr(X|A) =m(X) +

WeD3 WeDs
XCW,S(W)#0 XCW,X is k-largest
S(W)=0

where S(W) 2 Y m(Y).

YeD, YCW

Or, simplified we get:

mpcrt(X|A) = m(X) > zepup, ™Z) n Z m(W)

. ZyeD1 m(Y) S(W)
WeDs
XCW,S(W)#0
+ > m(W)/k (9.12)
WeDs
XCW,X is k-largest
S(W)=0

The transfer is done in the following way:

e the sum of masses of elements in Dy are redistributed to the non-empty elements from
D proportionally with respect to their corresponding non-null masses (similarly as in
BCR1-BCR6 and BCR8-BCRI11 defined in the sequel);

o for each element W € Ds, its mass m(W) is distributed to all elements from D; which
are included in W and whose masses are non-null proportionally with their corresponding
masses (according to the second term of the formula (9.12));

e but, if all elements from D; which are included in W have null masses, then m(W) is
transferred to the k-largest X from Dp, which is included in W (according to the last
term of the formula (9.12)); this is the pessimistic/prudent way.

9.3.8 Belief Conditioning Rule no. 8 (BCRS)

A dual of BCRT7 is the Belief Conditioning Rule no. 8 (BCRS8), where we consider the opti-
mistic/more specialized way, i.e. 7 X is k-largest” is replaced by "X is k-smallest”, k > 1 in
(9.12). Therefore, BCR8 formula for any X € Dj is given by :



9.3. BELIEF CONDITIONING RULES (BCR) 245

ZZ6D1UD2 m(Z) n Z m(W)

mBCR8(X|A) = m(X) ’ ZY 5 m(Y)

WeDs
XCW,S5(W)#0

+ > m(W)/k (9.13)

WeDs
XCW,X is k-smallest
S(W)=0

where S(W) 2 Y m(Y).

YeD,,YCW

9.3.9 Belief Conditioning Rule no. 9 (BCRY9)

In an average between pessimistic and optimistic ways, we can consider ” X k-median” in the
previous formulas (9.12) and (9.13) instead of ”k-largest” or ”k-smallest” in order to get the
Belief Conditioning Rule no. 9 (BCR9).

9.3.10 Belief Conditioning Rule no. 10 (BCR10)

BCRI10 is similar to BCR9 using an average transfer (neither pessimistic nor optimistic) from
D3 to Dy. We only replace ” X k-median” by ” X k-average” in BCR9 formula.

9.3.11 Belief Conditioning Rule no. 11 (BCR11)

BCRI11 does a uniform redistribution of masses of D3 to D1, as BCR6, but when S(W) = 0 for
W € D3. BCRI11 formula for any X € Dj is given by:

m — (X)) . >_zep,up, ™Z) m(W)
s (XA ) 2yep, m(Y) ! W%B

XCW, S(W)#£0
m(W)
+ Z Card{V € D1|V Cc W}
WeDs
XCcWw,

S(W)=0

(9.14)

where Card{V € D;|V C W} is the cardinal (number) of D; sets included in W.

9.3.12 More Belief Conditioning Rules (BCR12-BCR21)

More versions of BCRs can be constructed that are distinguished through the way the masses
of elements from Dy U D3 are redistributed to those in D;. So far, in BCR1-11, we have
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redistributed the masses of Ds indiscriminately to Dy, but for the free and some hybrid DSm
models of D€ we can do a more exact redistribution.

There are elements in Ds that don’t include any element from Dy ; the mass of these elements
will be redistributed identically as in BCR1-. But other elements from D, that include at least
one element from Dy will be redistributed as we did before with D3. So we can improve the
last ten BCRs for any X € D as follows:

mpori2(X|A4) = m(X) + [m(X) - > m(2)]/ Y m(Y)

ZeDs YeD,
$yeD, withYCZ
+ > m(Z)/k + > m(W)/k (9.15)
ZeDo WeDs
xcz,Xis k-largest xcw, X is k-largest
or equivalently
mpcera(X|A) = [m(X) - > m(Z)]/ Y m(Y)
ZeDy, YeD;
or ZEDy | BY €Dy withY CZ
+ > m(W)/k (9.16)
WeDyUD3

xcw, X is k-largest

mpcriz(X|A) = [m(X) - > m(2)]/ > m(Y)
ZeDy, YeD,
or ZE€Ds | AY €Dy withY CZ
+ > m(W)/k (9.17)
WeDoUDs3

Xcw, X is k-smallest

mpera(X|A) = [m(X) - > m(Z)]/ Y m(Y)
ZeDy, YeDy
or ZE€Ds | AY €Dy withY CZ
+ > m(W)/k (9.18)
WeDoUDs

Xcw, X is k-median
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mporis(X|A) = [m(X) - > m(2)]/ > m(Y)
Jeps. YeD,

or ZE€Ds | AY €Dy withY CZ

+ > m(W)/k (9.19)
WeDoUD3
xcw, X is k-average

mpcris(X[A) = [m(X) - > m(2)]/ Y m(Y)
ZeDs, YeD,
or ZEDy | By €Dy withY CZ
m(W)
9.20
+ Z Card{V € D1|V Cc W} (9:20)
WeDaUDs3
Xcw
m(W
mecmir(X14) = m(X)- || > m2) X omn)+ Y
ZeDy, Ve WeD,UDs
or Z€Dy | AY €Dy withY CZ Xcw
S(W)#£0
+ > m(W)/k (9.21)
WeDoUDs3
xcw, Xis k-largest
S(W)=0
m(W)
mpers(X|A) =m(X) - || > m(Z)]) Y. m¥)+ > SOV)
ZeDy, YeD: WeDaUDs
or ZEDy | }Y €Dy withY CZ Xcw
S(W)#£0
+ > m(W)/k (9.22)
WeDsUDs3

Xcw, X is k-smallest
S(W)=0
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mpcrs(X14) = m(X) - || 5 m@) ¥om+ Y G
ZeDy, YeD, WeDaUDs
or ZEDy | }Y €Dy withY CZ Xcw
S(W)#£0
+ > m(W)/k (9.23)
WeDyUDs
Xcw, X is k-median
S(W)=0
m(W)
mpcro(X|A) =m(X) - || > m(Z2)]/ Y m¥)+ > SOV)
ZeDy, YeD, WeD2UDs
or ZEDy | By €Dy withY CZ Xcw
S(W)#£0
+ > m(W)/k (9.24)
WeDyUD3
Xcw, X is k-average
S(W)=0
m(W)
mpcrn (X|A) =m(X) - || > m(Z2)]) Y. m¥)+ > SOV)
ZeDy, YeD, WeDaUDs
or ZEDy | }Y €Dy withY CZ Xcw
S(W)#£0
m(W)
+ Z Card{V € D1|V Cc W} (9:25)
WeDyUDs
Xcw
S(W)=0

Surely, other combinations of the ways of redistributions of masses from Dy and D3 to D;
can be done, obtaining new BCR rules.

9.4 Examples

9.4.1 Example no. 1 (free DSm model with non-Bayesian bba)

Let’s consider © = {A, B, C'}, the free DSm model (no intersection is empty) and the following
prior bba
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ml(AU(BﬂC)):().l ml(AﬂB):().l ml(AUBUC):O.l
and let’s assume that the truth is in BUC, i.e. the conditioning term is B U C'. Then:
Dy={BNnCNABNC,BNACNA,
—

C‘a'f'dDSm:1 CaT‘dDSm=2

(BAC)U(BNA),(BNC)U(CNA),(BNA)UCNA,

Cardpgm=3
(BAC)U(BNA)U(CNA),B,C,BU(CNA),CU(BNA), BUC }
—

Carstm:4 CardD5m=5 Ca’rstmZG

Therefore Card(D;) = 13.

We recall that VX € D®, the DSm Cardinal of X, Cardpsm(X), is equal to the number of
distinct parts that compose X in the Venn Diagram (see below) according to the given model
on D®. By definition, Cardpg,,(#) = 0 (see [3] for examples and details).

B

o

Figure 9.1: Venn Diagram for the 3D free DSm model

Dy={ A, } and  Card(Dg) = 1.
Cardpgm=4

D3;={AUu(BNC),AUB,AUC,AUBUC} and Card(Ds) = 4.
—_—

Cardpsm=5  Cardps,=6 Cardpsm=T

One verifies easily that:
Card(D®) =19 = Card(D;) + Card(Ds) + Card(D3) + 1 element (the empty set)

The masses of elements from Dy U D3 are transferred to the elements of Dy. The ways these
transfers are done make the distinction between the BCRs.

a) In BCR1, the sum of masses of Dy and D3 are indiscriminately distributed to B, C, BUC,
AN B, proportionally to their corresponding masses 0.1, 0.2, 0.1, and respectively 0.1, i.e.

m(Dy U D3) =my(A) + mi(AUB)+mi(AU(BNC))+mi(AUBUC)=0.5
rp _ Yo _ zpuc _ wena _ 05 _
0.1 0.2 0.1 0.1 0.5

whence xp = 0.1, yo = 0.2, zguc = 0.1 and wpna = 0.1 are added to the original masses
of B, C, BUC and B N A respectively.

1
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c)

d)
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Finally, one gets with BCR1-based conditioning:

mpcri(B/BUC) = 0.2
mpor1(C|1BUC) =04
mpor1(BUC|BUC) =0.2
mper1(BNABUC)=0.2

In BCR2, m(D3) = m1(A) = 0.2 and is indiscriminately distributed to B, C, B U C,
AN B, proportionally to their corresponding masses, i.e.

B _ Yyc _ ZBuc _ wpna _ 0.2

= = = =—=04
0.1 0.2 0.1 0.1 0.5

whence xp = 0.04, yo = 0.08, zpuc = 0.04 and wpna = 0.04.

m(Ds) is redistributed, element by element, to the k-largest D; element in each case:
mi(AUB)=0.1to BU(CNA),since BU(CNA)Ee€ Dy and it is the 1-largest one from
Dy included in AU B; mi(AU(BNC))=0.1to (BNA)U(CNA)U(BNC) for a similar
reason; m1(AU BUC) = 0.1 to BUC. Finally, one gets with BCR2-based conditioning;:

mpcre(B|BUC) =0.14

mpor2(C|BUC) = 0.28

mpore(BUC|BUC) =0.24
mpcr2(BNABUC) =0.14
mpere((BNA)U(CNA)UBNC)BUC)=0.10
mpere(BU(CNA)|BUC) =0.10

In BCR3, instead of k-largest D; elements, we consider k-smallest ones. m(D3) =
mi(A) = 0.2 is exactly distributed as in BCR2. But m(Ds3) is, in each case, redistributed
to the k-smallest Dy element, which is AN BN C (1-smallest herein). Hence:

mpcrs(B|BUC) =0.14
mpcors(C|BUC) = 0.28
mpcr3(BUC|BUC) =0.14
mpors(BNABUC) =0.14
mpor3(ANBNC|BUC) =0.30

In BCR4, we use k-median.

e AU B includes the following D elements:

ANBNC,BNC,BNACNA(BNC)U(BNA), |
~—

median herein

(BNCO)U(CNA), (BNA)U(CNA),(BNC)U(BNAU(CNA),B,BUANC)

Hence we take the whole class: (BNC)U(BNA), (BNC)U(CNA), (BNA)U(CNA),
i.e. 3-medians; each one receiving 1/3 of 0.1 = my(A U B).
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e AU (BNC) includes the following D; elements:

ANBNC,BNC,BNACNA, |
~—

median herein

(BNC)U(BNA), (BNC)U(CNA), (BNA)U(CNA),(BAC)U(BNA)U(CNA)

Hence we take the left and right (to the median) classess BN C, BN A, CNA,
(BNC)U(BNA), BNCYU(CNA), (BNA)U(CNA),ie 6-medians, each ones
receiving 1/6 of 0.1 = m;(AU (BN (C)).

e AU B UC includes all Dy elements, hence the 3-medians are (B N C) U (BN A),
(BNCYU(CNA)and (BNA)U(CNA); each one receiving 1/3 of 0.1 = m;(AUBUC)

Totalizing, one finally gets:

mpcra(B|BUC) = 42/300
mpera(C|BUC) = 84/300
mpera(BUC|BUC) = 42/300
mpera(B N A|BUC) = 47/300
mpera(BNC|BUC) =5/300
mpera(C N A|BUC) = 5/300
mpera((BNC)U (BN A)|BUC) = 25/300
mpcra((BNC)U(CNA)BUC) = 25/300
(BNA)U(CNA)|BUC) = 25/300

MBCRA

e) In BCR5, we compute k-average, i.e. the k-average of DSm cardinals of the D; elements
included in eack W € Ds.

e For AU B, using the results got in BCR4 above:

> Cardpsm(X)=1+3-(2)+3-(3) +4+4+5=29
XeD,XCAUB

The average DSm cardinal per element is 29/10 = 2.9 ~ 3. Hence (BNC)U (BN A),
(BNC)U(CNMA), (BNA)U(CNA),ie. the 3-average elements, receive each 1/3
of 0.1 = ml(A U B)

e For AU (BNC), one has

> Cardpsm(X) =1+3-(2)+3-(3)+4=20
XeD,XCAU(BNC)

The average DSm cardinal per element is 20/8 = 2.5 ~ 3. Hence again (BN C)U
(BNA), (BNC)U(CNA),(BNA)U(CNA),ie. the 3-average elements, receive
each 1/3 of 0.1 =m1(AU(BNC)).

e For AU B UC(C, one has

> Cardpsm(X) =1+3-(2)+3-(3) +4+2-(4) +2-(5) +6 =44
XeD,XCAUBUC
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The average DSm cardinal per element is 44/13 = 3.38 ~ 3. Hence (BNC)U(BNA),

(BNC)U(CNA), (BNAU

of 0.1 =m;(AUBUC).

Totalizing, one finally gets:

(CNA), ie. the 3-average elements, receive each 1/3

MBCORS B’BUC) 242/300
MBCOR5 C’BUC) 284/300
mpcoprs (B U C’B U C) = 42/300

mpcers((BNC)U (BN A)|BUC) = 30/300
mpcrs((BNC)U(CNA)|BUC) = 30/300

(
(
(
mpcrs(BNABUC) = 42/300
(
(
(

mpers((BNA)U(CNA)BUC) = 30/300

f) In BCR6, the k-average is replaced by uniform redistribution of D3 elements’ masses to
all Dy elements included in each W € Ds.

e The mass mi(AUB) = 0.1 is equally split among each D; element included in AU B
(see the list of them in BCR4 above), hence 1/10 of 0.1 to each.

e Similarly, m;(AU(BNC)) = 0.1 is equally split among each D; element included in
AU (BNC), hence 1/8 of 0.1 to each.

e And, in the same way, m;(AU BUC) = 0.1 is equally split among each D; element
included in AU B U C, hence 1/13 of 0.1 to each.

Totalizing, one finally gets:

mpcre(B|B U C) = 820/5200

(
mpcre(C|B U C) = 1996/5200
mpcrs(BUC|BUC) = 768/5200
mpcere(B N A|BUC) = 885/5200
mpcere(ANBNC|BUC) = 157/5200
mpcre(B N C|BUC) = 157/5200
mpcore(C N A|/BUC) = 157/5200
mpcre((BNC)U
mpers((BNC)U
(BNA)uU
(( )U

(B

(@

MBCR6
(BNnC

U(CNA)BUC) =92/5200
U(B A)|B U C) = 40/5200

MBCR6
MBCR6
MBCR6

(BN A)|BUC) = 157/5200
(CNA)BUC) = 157/5200
(CNA)|BUC) = 157/5200
(BNA)U(CNA)|BUC) = 157/5200

g) In BCR7, m(D2) is also indiscriminately redistributed, but m(Ds3) is redistributed in a

different more refined way.



9.4. EXAMPLES 253

e The mass mj(A U B) = 0.1 is transferred to B and B N A since these are the only
D1 elements included in A U B whose masses are non-zero, proportionally to their
corresponding masses, i.e.

2 _ Weoa _ 01 _ 4
0.1 0.1 0.2
whence xg = 0.05 and wpn4q = 0.05.

e mi(AU(BNC))=0.1is transferred to BN A only since no other D; element with
non-zero mass is included in AU (BN C).

e m(AUBUC) = 0.1 is similarly transferred to B, C, BN A, BUC, i.e.

T _ Yo _ zBuc _ wpna _ 0.1
0.1 02 0.1 0.1 0.5

whence xp = 0.02, yo = 0.04, zpuc = 0.02 and wpna = 0.02.

0.2

Totalizing, one finally gets:

mperr(B|BUC) = 0.21
mporr(C|BUC) = 0.32
mporr(BUC|BUC) = 0.16
mperr(BNA|BUC) = 0.31

h) In BCR8-11, since there is no W € D3 such that the sum of masses of D; elements included
in W be zero, i.e. s(W) # 0, we can not deal with ”k-elements”, hence the results are
identical to BCRT.

i) In BCR12, m(D3) is redistributed differently. m;(A) = 0.2 is transferred to (AN B) U
(ANC) since this is the 1-largest Dy element included in A. m(Ds3) is transferred exactly
as in BCR2. Finally, one gets:

mpcri2(B|BUC) = 0.1

mperi2(C|BUC) = 0.2

mperi2(BUC|BUC) =0.2
mpori2(BNA/BUC) =0.1
mpcri2((BNA)U(CNA)UBNC)BUC)=0.1
mperi2((ANB)U(ANC)|BUC)=0.1
mpori2(BU(CNA)BUC)=0.1

j) In BCR13, m(D3) is redistributed to the 1l-smallest, i.e. to AN B NC and m(Ds3) is
redistributed as in BCR3. Therefore one gets:

mpcris(B|BUC) =0.1
mpori3(C|BUC) = 0.2
mporiz(BUC|BUC) = 0.1
mperi3(BNABUC)=0.1
mperis(ANBNC|BUC) =0.5
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k) In BCR14, mi(A) = 0.2, where A € Dy, is redistributed to the k-medians of AN BN C,
BnA,CNA, (BNA)U(CNA) which are included in A and belong to D;. The 2-medians
are BN A, C N A, hence each receives 1/2 of 0.2. m(Ds) is redistributed as in BCRA4.
Therefore one gets:

mperia(B|BUC) = 30/300
mperia(C|B U C) = 60/300
mperia(BUC|BUC) = 30/300
mperia(BNA/BUC) = 65/300
mperia(BNC|BUC) = 5/300
mperia(C N A|/BUC) = 35/300
mpera((BNC)U (BN A)|BUC) = 25/300
mpcria((BNC)U (CNA)BUC) = 25/300
mperia((BNA)U(CNA)|BUC) = 25/300

1) In BCR15, m1(A) = 0.2, where A € Dy, is redistributed to the k-averages.

i-[Cardpgm(AﬂBﬂC)+CardD5m(BﬁC)+CardD5m(CﬁA)+CardD5m((BﬁA)U(CﬁA))]

_ 1424243
- y -

Hence each of BNC, CN A receives 1/2 of 2; m(Ds3) is redistributed as in BCR5. Therefore
one gets:

msoms(B|BUC) = 3/30
mpcris(C1BUC) =6/30
mpers(BUC|BUC) = 3/30
mpers(BNABUC) = 6/30
msoms(C N ABUC) = 3/30
msoms((BNC)U (BN A)|BUC) = 3/30
msoms((BNC)U(CNA)|BUC) = 3/30
msoms((BNA)U(C A A)BUC) = 3/30

m) In BCR16, mi(A) = 0.2, where A € Ds, is uniformly transferred to all D; elements
included in A, i.e. to ANBNC, BNA, CNA, (BNA)U(CNA), hence each one receives
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)

1/4 of 0.2. m(Ds3) is redistributed as in BCR6. Therefore one gets:

mperis(B|BUC) = 612/5200
mperis(C|B U C) = 1080/5200
mpcris(BUC|BUC) = 560/5200
mpcris(BNA|/BUC) = 937/5200
mperis(ANBNC|BUC) = 417/5200
mperis(BNC|BUC) = 157/5200

mperis(C N A|BUC) = 417/5200

mperis((BNC)U (BN A)BUC) = 157/5200
mpcris(BNC)U(CNA)BUC) = 157/5200
mperis((BNA)U(CNA)|BUC) = 417/5200
mpcrie(BNC)U (BN A)U(CNA)|BUC) = 157/5200
mperis(BU(CNA)BUC) = 92/5200

mperis(CU (BN A)|BUC) = 40/5200

In BCR17, my(A) = 0.2, where A € Ds, is transferred to BN A since BN A C A and
mi(B N A) > 0. No other D; element with non-zero mass is included in A. m(Ds3) is
redistributed as in BCR7. Therefore one gets:

mperi7(B|[BUC) = 0.17
mpcri7(C|BUC) = 0.24
mpcrir(BUC|BUC) = 0.12
mperi7(BNA/BUC) =047

BCR18-21 give the same result as BCR17 since no k-elements occur in these cases.

SCR does not work for free DSm models. But we can use the extended (from the power
set 29 to the hyper-power set D®) Dempster’s rule (see Daniel’s Chapter [1]) in order
to combine mq(.) with mo(B U C) = 1, because the truth is in B U C, as in Shafer’s
conditioning rule. But since we have a free DSm model, no transfer is needed, hence
Dempster’s rule is reduced to DSm Classic rule (DSmC), which is a generalization of
conjunctive rule. One gets:

mpsmc(B|BUC) = 0.1

mpsmc(C|BUC) = 0.2

mpsmc(BUC|BUC) =0.2
mpsmc(BNABUC)=0.1
mpsmc((ANB)U(ANC)|BUC)=0.2
mpsmc(BU(ANC)|BUC)=0.1
mpsmc((ANB)U(BNC)U(CNA)BUC)=0.1

In the free DSm model, if the truth is in A, BCR12 gives the same result as m;(.) fusioned
with mga(A) = 1 using the classic DSm rule.
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9.4.2 Example no. 2 (Shafer’s model with non-Bayesian bba)
Let’s consider © = {4, B, C} with Shafer’s model and the following prior bba:

ml(AUB):()l ml(BUC'):()l ml(AUBUC'):()?)

Let’s assume as conditioning constraint that the truth is in BUC. D® is decomposed into
Dy ={B,C,BuUC}
Dy, = {A}
D3 ={AUB,AUC,AUBUC}

The Venn Diagram corresponding to Shafer’s model for this example is given in Figure 9.2
below.

B

C

Figure 9.2: Venn Diagram for the 3D Shafer’s model

a) In BCR1, m(D2 U D3) = mi(A) + mi(AUB) +mi(AUBUC) = 0.6 is redistributed to
B, C', BUC, proportionally to their corresponding masses 0.1, 0.2, 0.1 respectively, i.e.

xp _yc _ zpuc _ 0.6

1.5

01 02 01 04

whence xp = 0.15, yo = 0.30, zpuc = 0.15 are added to the original masses of B, C,
B U C respectively. Finally, one gets with BCR1-based conditioning:

mBCRl(B|B @) C) =0.25
mpor1(C|BUC) = 0.50
mBCRl(B U C|B @] C) =0.25

b) In BCR2, m(D3) = m1(A) = 0.2 and is indiscriminately distributed to B, C' and B U C
proportionally to their corresponding masses, i.e.
TB _ Yo _ ZBuC _ 0.2

0102 01 04 0

whence xp = 0.05, yo = 0.10, and zpyc = 0.05.
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For D3, mi1(AUB) = 0.1 is transferred to B (1-largest), m;(AUBUC) = 0.3 is transferred
to AU B. Finally, one gets with BCR2-based conditioning:

mBCRQ(B|B @) C) =0.25

mBCRQ(C’B U C) = 0.30

mBCRQ(B U C‘B U C) =0.45

c¢) In BCR3 for D3, m;(AU B) = 0.1 is transferred to B (1-smallest), mi(AUBUC) = 0.3
is transferred to B, C' (2-smallest). Finally, one gets with BCR3-based conditioning:
mBCRg(B|B @) C) = 0.40
mpors(C|BUC) = 0.45
mpors(BUC|BUC) =0.15

d) In BCR4 for D3, mi(AU B) = 0.1 is transferred to B (1-median), mi(AUBUC) = 0.3
is transferred to B, C' (2-medians). Finally, one gets same result as with BCR3, i.e.
mBCR4(B]B U C) = 0.40
mBCR4(C]B U C) = 0.45
mpora(BUC|BUC) =0.15

e) In BCR5 for D3, mi(AU B) = 0.1 is transferred to B. Let’s compute

1 1+1+2
3 [Cardpsm(B) + Cardpsm(C) + Cardpsm(BUC)] = % ~ 1

Hence 2-averages are B and C. So with BCR5, one gets same result as with BCR3, i.e.

mBCR5(B|B @) C) = 0.40
mpors(C|BUC) = 0.45
mpors(BUC|BUC) =0.15

f) In BCR6 for D3, mi(AU B) = 0.1 is transferred to B (the only D; element included in
AUB), mi(AUBUC) = 0.3 is transferred to B, C, BUC, each one receiving 1/3 of 0.3.
Finally, one gets

mBCR6(B|B @) C) =0.35
mBCRg(C]B U C) = 0.40
mBCRg(B U C‘B U C) =0.25

g) In BCRT for D3, mi(AU B) = 0.1 is transferred to B since B C AU B and m(B) > 0;
mi1(AUBUC) = 0.3 is transferred to B, C', B U C proportionally to their corresponding
masses:

x_B_y_C_zBUC_O.?)

= = =— =0.75
0.1 0.2 0.1 0.4

whence xp = 0.075, yo = 0.15, and zpyc = 0.075. Finally, one gets
mBCR?(B|B U C) = 0.325
mpor7(C|BUC) = 0.450
mBCR7(B U C’B U C) = 0.225
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h) BCR&-11 give the same result as BCR7 in this example, since there is no case of k-elements.

i) In BCR12: For Dy for all BCR12-21, m;(A) = 0.2 is redistributed to B, C', BUC as in
BCR2. m(Ds3) is redistributed as in BCR2. The result is the same as in BCR2.

j) BCR13-15 give the same result as in BCR3.
k) BCRI16 gives the same result as in BCR6.

1) BCR17-21: For D3, mi(AU B) = 0.1 is transferred to B (no case of k-elements herein);
mi1(AUBUC) = 0.3 is transferred to B, C, B U C proportionally to their corresponding
masses as in BCR7. Therefore one gets same result as in BCRY7, i.e.

mBCRn(B‘B U C) = 0.325
mBCRn(C‘B @] C) = 0.450
mBCRn(B U C‘B U C) = 0.225

m) BCR22, 23, 24, 25, 26 give the same results as BCR7, 8, 9, 10, 11 respectively since Dy is
indiscriminately redistributed to D7 elements.

n) BCR27, 28, 29, 30, 31 give the same results as BCR2, 3, 4, 5, 6 respectively for the same
reason as previously.

o) If one applies the SCR, i.e. one combines with Dempster’s rule m;(.) with me(BUC) = 1,
because the truth is in B U C as Glenn Shafer proposes, one gets:

mSCR(B‘B U C) =0.25
mscr(C|BUC) =0.25
mSCR(B U C’B U C) = 0.50
9.4.3 Example no. 3 (Shafer’s model with Bayesian bba)
Let’s consider © = {A, B,C, D} with Shafer’s model and the following prior Bayesian bba:
ml(A) =04 ml(B) =0.1 ml(C) =0.2 ml(D) =0.3

Let’s assume that one finds out that the truth is in C'UD. From formulas of BCRs conditioning
rules one gets the same result for all the BCRs in such example according to the following table

A B C D
ml() 04 0.1 0.2 0.3
mBCRl—Bl(-‘CU D) 0 0 0.40 0.60

Table 9.1: Conditioning results based on BCRs given the truth is in C'U D.

Let’s examine the conditional bba obtained directly from the fusion of the prior bba m;(.)
with the belief assignment focused only on C'U D, say mo(C'U D) = 1 using three main rules of
combination (Dempster’s rule, DSmH and PCR5). After elementary derivations, one gets final
results given in Table 9.2. In the Bayesian case, all BCRs and Shafer’s conditioning rule (with
Dempster’s rule) give the same result.
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A B C D CuD AuUCUD BUCUD
mps(.]CUD) 0 0 0.40 0.60 0 0
mpsmu(.|C U D) 0 0 0.20 0.30 0.40 0.10
mpers(./CUD) | 0114286 0.009091 0.20 0.30 0.376623 0 0

Table 9.2: Conditioning results based on Dempster’s, DSmH and PCR5 fusion rules.

9.5 Classification of the BCRs

Let’s note:

5 = Redistribution of the whole Dy is done undifferentiated to Dy
5 = Redistribution of the whole D3 is done undifferentiated to D
Dg = Redistribution of D5 is particularly done from each Z € Dy to specific elements in Dy

DY = Redistribution of Dj is particularly done from each W € Dj to specific elements in Dy

D3 = Dy is split into two disjoint subsets: one whose elements have the property that s(W') # 0,
an another one such that its elements have s(1W) = 0. Each subset is differently redistributed

to D1

D3 = Dg is similarly split into two disjoint subsets, that are redistributed as in D3.

Thus, we can organize and classify the BCRs as follows:

Ways of redistribution Belief Conditioning Rule Specific Elements
Dy Dy BCR1
BCR2 k — largest
BCR3 k — smallest
Dy, D% BCRA k — median
BCRb5 k — average
BCRG6 uniform distribution
BCRY k — largest
BCRS8 k — smallest
Dy, D3 BCR9 k — median
BCRI10 k — average
BCRI11 uniform distribution
BCR12 k — largest
BCRI13 k — smallest
Db D BCRI14 k — median
BCRI15 k — average
BCRI16 uniform distribution
BCR17 k — largest
BCRI18 k — smallest
Ds5, D3 BCR19 k — median
BCR20 k — average
BCR21 uniform distribution

Table 9.3: Classification of Belief Conditioning Rules
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Other belief conditioning rules could also be defined according to Table 9.4. But in our opinions,
the most detailed and exact transfer is done by BCR17. So, we suggest to use preferentially
BCRI17 for a pessimistic/prudent view on conditioning problem and a more refined redistri-
bution of conflicting masses, or BCR12 for a very pessimistic/prudent view and less refined
redistribution. If the Shafer’s models holds for the frame under consideration, BCR12-21 will
coincide with BCR2-11.

Ways of redistribution Belief Conditioning Rule Specific Elements
BCR22 k — largest
BCR23 k — smallest
Db, Dj BCR24 k — median
BCR25 k — average
BCR26 uniform distribution
BCR27 k — largest
BCR28 k — smallest
D3, DY BCR29 k — median
BCR30 k — average
BCR31 uniform distribution

Table 9.4: More Belief Conditioning Rules

In summary, the best among these BCR1-31, that we recommend to use, are: BCR17 for a
pessimistic/prudent view on conditioning problem and a more refined redistribution of conflict-
ing masses, or BCR12 for a very pessimistic/prudent view and less refined redistribution.

BCR17 does the most refined redistribution of all BCR1-31, i.e.

- the mass m(W) of each element W in Dy U D3 is transferred to those X € D; elements which
are included in W if any proportionally with respect to their non-empty masses;

- if no such X exists, the mass m (W) is transferred in a pessimistic/prudent way to the k-largest
elements from D; which are included in W (in equal parts) if any;

- if neither this way is possible, then m(W) is indiscriminately distributed to all X € D; pro-
portionally with respect to their nonzero masses.

BCR12 does the most pessimistic/prudent redistribution of all BCR1-31, i.e.:

- the mass m(W) of each W in Dy U Ds is transferred in a pessimistic/prudent way to the
k-largest elements X from D; which are included in W (in equal parts) if any;

- if this way is not possible, then m(W) is indiscriminately distributed to all X from Dp pro-
portionally with respect their nonzero masses.

BCR12 is simpler than BCR17. BCR12 can be regarded as a generalization of SCR from
the power set to the hyper-power set in the free DSm free model (all intersections non-empty).
In this case the result of BCR12 is equal to that of m;(.) combined with ms(A) = 1, when the
truth is in A, using the DSm Classic fusion rule.
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9.6 Properties for all BCRs

1.

For any X ¢ Pp(A) = Dy, one has mpcr(X|A) = 0 by definition.

. One has:

> mpor(X|A) =1
XEPD(A)

This can be proven from the fact that Y v pe m(X) = 1. and D\ {0} = D; U D, U D3,
where D1, Dy and D3 have no element in common two by two. Since all masses of all
elements from Dy and D3 are transferred to the non-empty elements of Djusing BCRs,
no mass is lost neither gained, hence the total sum of masses remains equal to 1.

Let © = {601,04,...,0,} and A = 0; Uy U ... U6, be the total ignorance. Then,
mpori-31(X]A) = m(X) for all X in D®, because D® \ {#} coincides with D;. Hence
there is no mass to be transferred from Dy or D3 to D; since Dy and D3 do not exist (are

empty).

This property reduces all BRCs to the Bayesian formula: mpor(X|A4) = m(XNA)/m(A)
for the trivial Bayesian case when focal elements are only singletons (no unions, neither
intersections) and the truth is in one singleton only.

Proof: Let’s consider © = {01,6s,...,0,}, n > 2, and all 6; not empty, and D® = O.
Let’s have a bba m(.) : D® + [0,1]. Without loss of generality, suppose the truth is in
01 where m(0;) > 0. Then mpcogr(61]161) = 1 and mpor(X|01) = 0 for all X different
from #;. Then 1 = mpcr(01|01) = m(01 N 61)/m(61) = 1, and for ¢ # 1, we have
0= mBCR(Hi‘Hl) = m(@)/m(@l) =0.

. In the Shafer’s model, and a Bayesian bba m(.), all BCR1-31 coincide with SCR. In this

case the conditioning with BCRs and fusioning with Dempster’s rule commute.

Proof. In a general case we can prove it as follows: Let © = {61,0s,...,0,}, n > 2,
and without loss of generality let’s suppose the truth is in T" = 6, U6 U ... U 6, for
1 < p < n. Let’s consider two Bayesian masses m;j(.) and mg(.). Then we can consider
all other elements 0,41, ..., 0, as empty sets and in consequence the sum of their masses
as the mass of the empty set (as in Smets’ open world). BCRs work now exactly as
(or we can say it is reduced to) Dempster’s rule redistributing this empty set mass to the
elements in 7" proportionally with their nonzero corresponding mass. Dy = {61,602, ...,0,},
Dy = {0p41,...,0n}, D3 does not exist. And redistributing in mq(.|T") this empty sets’
mass to non-empty sets 61, 6o, ..., 0, using BCRs is equivalent to combining m(.) with
mg(61UBU...U6,) = 1. Similarly for mg(.|T). Since Dempter’s fusion rule and Shafer’s
conditioning rule commute and BCRs are reduced to Dempster’s rule in a Shafer’s model
and Bayesian case, then BCRs commute with Dempster’s fusion rule in this case. QED

In the free DSm model, BCR12 can be regarded as a generalization of SCR. from the power
set to the hyper-power set. The result of BCR12 conditioning of a mass mq(.), when the
truth is in A, is equal to that of fusioning m;(.) with ms(A) = 1, using the DSm Classic
Rule.
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9.7 Open question on conditioning versus fusion

It is not too difficult to verify that fusion rules and conditioning rules do not commute in general,
except in Dempster-Shafer Theory because Shafer’s fusion and conditioning rules are based on
the same operator? (Dempster’s rule), which make derivations very simple and appealing.

We however think that things may be much more complex in reality than what has been
proposed up to now if we follow our interpretation of belief conditioning and do not see the belief
conditioning as just a simple fusion of the prior bba with a bba focused on the conditioning event
where the truth is (subjectively) supposed to be. From our belief conditioning interpretation,
we make a strong difference between the fusion of several sources of evidences (i.e. combination
of bba’s) and the conditioning of a given belief assignment according some extra knowledge
(carrying some objective/absolute truth on a given subset) on the model itself. In our opinion,
the conditioning must be interpreted as a revision of bba according to new integrity constraint
on the truth of the space of the solutions. Based on this new idea on conditioning, we are face
to a new and very important open question which can be stated as follows®:

Let’s consider two prior bba’s mi(.) and ma(.) provided by two (cognitively) independent
sources of evidences defined on D® for a given model M (free, hybrid or Shafer’s model) and
then let’s assume that the truth is known to be later on in a subset A € D®, how to compute
the combined conditional belief?

There are basically two possible answers to this question depending on the order the fusion
and the conditioning are carried out. Let’s denote by @ the generic symbol for fusion operator
(PCR5, DSmH or whatever) and by Cond(.) the generic symbol for conditioning operator
(typically BCRs).

1. Answer 1 (Fusion followed by conditioning (FC)):

mpc(.|A) = Cond(mq(.) & ma(.)) (9.26)

2. Answer 2 (Conditioning followed by the fusion (CF)):

mor(.]A) = Cond(mq(.)) & Cond(ma(.)) (9.27)

ma(.|A) ma(.|A)

Since in general* the conditioning and the fusion do not commute, mpc(.|A) # mer(.|A),
the fundamental open question arises: How to justify the choice for one answer with respect to
the other one (or maybe with respect to some other answers if any) to compute the combined
conditional bba from mj(.), ma(.) and any conditioning subset A?

2Proof of commutation between the Shafer’s conditioning rule and Dempster’s rule: Let mi(.) be a bba
and mg(A) = 1. Then, because Dempster’s rule, denoted @, is associative we have (m1 @ mg) & (m2 ® mg) =
m1®(ms®ma)@mg and because it is commutative we get m1 ®(ma®ms)Pms and again because it is associative
we have: (mi1@®m2) ® (ms®ms); hence, since ms & ms = mg, it is equal to: (m1 B me) ®ms = mi1 B madms,
QED.

3The question can be extended for more than two sources actually.

4Because none of the new fusion and conditioning rules developed up to now satisfies the commutativity, but
Dempster’s rule.
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The only argumentation (maybe) for justifying the choice of mpc(.|A) or meop(.|A) is only
imposed by the possible temporal/sequential processing of sources and extra knowledge one
receives, i.e. if one gets first mq(.) and mo(.) and later one knows that the truth is in A then
mpc(.]A) seems intuitively suitable, but if one gets first mi(.) and A, and later my(.), then
mcr(.|A) looks in better agreement with the chronology of information one has received in that
case. If we make abstraction of temporal processing, then this fundamental and very difficult
question remains unfortunately totally open.

9.7.1 Examples of non commutation of BCR with fusion

9.7.1.1 Example no. 1 (Shafer’s model and Bayesian bba’s)
Let’s consider © = {A, B, C'} with Shafer’s model and the following prior Bayesian bba’s

mi(A) =02 mi(B)=06 mi(C)=02

Let’s suppose one finds out the truth is in AU B and let’s examine the results mep(.|AU B)
and mpc(.|A U B) obtained from either the conditioning followed by the fusion, or the fusion
followed by the conditioning.

e Case 1 : BCRs-based Conditioning followed by the PCR5-based Fusion
Using BCRs for conditioning, the mass m1(C') = 0.2 is redistributed to A and B propor-
tionally to the masses 0.2 and 0.6 respectively; thus /0.2 = y/0.6 = 0.2/(0.2+0.6) = 1/4
and therefore x = 0.2 - (1/4) = 0.05 is added to m(A), while y = 0.6 - (1/4) = 0.15 is
added to mi(B). Hence, one finally gets
mi1(A|AU B) =0.25 m1(BJ]AUB) =0.75 mi1(C|[AUB) =0
Similarly, the conditioning of ms(.) using the BCRs, will provide

ma(AJAUB) = 0.2 ma(BJ]AUB) = 0.8 ma2(Cl|AUB) =0

If one combines m;(.|A U B) and ma(.|A U B) with PCR5 fusion rule, one gets®

(AJAUB) = 0.129198  meypep. Fpons (BlAU B) = 0.870802

MCpcrsFrcrs

e Case 2 : PCR5-based Fusion followed by the BCRs-based Conditioning

If one combines first m1(.) and ms(.) with PCR5 fusion rule, one gets

mpors(A) = 0.090476  mpors(B) = 0.561731  mpcors(C) = 0.347793

and if one applies any of BCR rules for conditioning the combined prior mpcgs(.), one
finally gets

mFPCR5CBCRs (A|A U B) = 0138723 mFPCRSCBCRs (B|A U B) = 0861277

"We specify explicitly in notations mcr(.) and mpc(.) the type of the conditioning and fusion rules used
for convenience, i.e Mcyop, Fpors(-) Mmeans that the conditioning is based on BCRs and the fusion is based on
PCRA5.
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From cases 1 and 2, one has proved that there exists at least one example for which PCR5
fusion and BCRs conditioning do not commute since

MFpcrsCBCRSs (‘A U B) # MCpcrsFrcrs (’A U B)-

e Case 3 : BCRs-based Conditioning followed by Dempster’s rule-based Fusion

If we consider the same masses mq(.) and ma(.) and if we apply the BCRs to each of them,
one gets

mi(A[AUB) =025 mi(BJAUB) =075  mi(C|AUB) =0
mQ(A‘AUB) =0.20 mQ(B‘AUB) =0.80 mQ(C’AUB) =0

then if one combines them with Dempster’s rule, one finally gets

MCpen Fps(AJAU B) = 0.076923  meyep. rps(BlAU B) = 0.923077

e Case 4 : Dempster’s rule based Fusion followed by BCRs-based Conditioning

If we apply first the fusion of mq(.) with mgy(.) with Dempster’s rule of combination, one
gets
mps(A) = 0.055555 mps(B) = 0.666667 mps(C) = 0.277778

and if one applies BCRs for conditioning the prior mpg(.), one finally gets

MEpsCpon (AJAU B) = 0.076923  mp, cpon. (B|AU B) = 0.923077

From cases 3 and 4, we see that all BCRs (i.e. BCR1-BCR31) commute with Dempster’s
fusion rule in a Shafer’s model and Bayesian case since:

mFDSCBCRs(’|A UB) = mCBCRsFDS('|A U B).

But this is a trivial result because in this specific case (Shafer’s model with Bayesian
bba’s), we know (cf Property 5 in Section 9.6) that BCRs coincide with SCR and already
know that SCR commutes with Dempter’s fusion rule.

9.7.1.2 Example no. 2 (Shafer’s model and non Bayesian bba’s)
Let’s consider © = {4, B, C'} with Shafer’s model and the following prior non Bayesian bba’s

ml(A):O.?) ml(B) =0.1 ml(C):O.Z ml(AUB)ZO.l ml(BUC) =0.3

Let’s suppose one finds out the truth is in BUC and let’s examine the results mcp(.|BUC)
and mpc(.|B U C) obtained from either the conditioning followed by the fusion, or the fusion
followed by the conditioning. In this second example we only provide results for BCR12 and
BCRI17 since we consider them as the most appealing BCR rules. We decompose D into
D, = {B,C,B UC}, Dy = {A} and D3 = {AUB}
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e Case 1 : BCR12/BCR17-based Conditioning followed by the PCR5-based Fusion

Using BCR12 or BCR17 for conditioning m;(.) and ma(.), one gets herein the same result
with both BCRs for each conditional bba, i.e.

m1(B|BUC) = 0.25 m1(C|BUC) =0.30 my1(BUC|BUC) =0.45
me(B|BUC) =15/35 me(C|BUC) =12/35 me(BUC|BUC) =8/35
If one combines mq(.|B U C) and ma(.|B U C) with PCR5 fusion rule, one gets
mCBCR17FPCR5("B U C) - mCBCRlQFPCRS("B U C)
with

MCpcri2Frcrs (B|BUC) = 0.446229
MCpcri2Frcrs (ClBUC) = 0.450914
MCpemsFrens(BUC|BUC) = 0.102857

e Case 2 : PCR5-based Fusion followed by BCR12/BCR17-based Conditioning

If one combines first mi(.) and ma(.) with PCR5 fusion rule, one gets
mpcrs(A) = 0.236167 mpers(B) = 0.276500 mpegs(C) = 0.333333

mPCR5(A U B) = 0.047500 mpCR5(B U C) =0.141612

and if one applies any of BCR12 or BCR17 rules for conditioning the (combined) prior
mpcrs(.), one finally gets the same final result with BCR12 and BCR17, i.e.

mFPCR5CBCR17('|B uc) = MFpcrsCpoRr12 (|BUC)
with

MFpcrsCBCRI2 (B|BUC) =0.415159
(C|BUC) = 0.443229
(BUC|BUC) = 0.141612

MFporsCBcRI12

MFporsCBCRI12

From cases 1 and 2, one has proved that there exists at least one example for which PCR5
fusion and BCR12/17 conditioning rules do not commute since

mFPCRSCBCR12/17('|B uC) # mCBCR12/17FPCR5('|B u Q).

e Case 3 : BCR12/BCR17-based Conditioning followed by Dempster’s rule-based Fusion

If we consider the same masses mq(.) and maz(.) and if we apply the BCR12 or BCR17 to
each of them, one gets same result, i.e.

mi(BIBUC) =025 m(C/BUC)=030 m(BUC|BUC)=0.45

ma(B|IBUC) =15/35  mo(C|BUC) =12/35  mo(BUC|BUC) = 8/35
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then if one combines them with Dempster’s rule, one finally gets

125
mCBCRmFDS(B‘B U C) = ﬁ
114
mCBCngFDS(C’B @] C) — ﬁ
36
mCchgFDs(C|B @] C) = ﬁ

and same result for mege . Fps(-)-

e Case 4 : Dempster’s rule based Fusion followed by BCR12/BCR17-based Conditioning

If we apply first the fusion of m;(.) with ma(.) with Dempster’s rule of combination, one
gets
mps(A) =10/59 mps(B) = 22/59 mps(C) = 19/59

mps(AUB)=2/59 mps(BUC)=6/59

and if one applies BCR12 (or BCR17) for conditioning the prior mpg(.), one finally gets
(same result is obtained with BCR17)

1348
MFpsCrcri2 (B|B U C) - ﬁ
1083
MFpsCpeRr12 (C|B U C) - ﬁ
342
MFpsCpcriz (B U C‘B U C) - ﬁ

In BCR12, mpg(A) = 10/59 is distributed to B, C', BUC proportionally to their masses,
i.e.
rg  yc  zpuc _ 10/59 10
22/59  19/59  6/59  47/59 47

whence x5 = (22/59) - (10/47) = 220/2773, yo = (19/59) - (10/47) = 190/2773 and
zpuc = (6/59) - (10/47) = 60/2773, and mpg(A U B) = 2/59 is distributed to B only,
since B is the 1-largest.

In BCR17, mps(A) = 10/59 is similarly distributed to B, C', BUC and mps(A U B) is
also distributed to B only, since B C A and mpg(B) > 0 and B is the only element with
such properties. Herein BCR12 and BCR17 give the same result.

Therefore from cases 3 and 4, we see that BCR12 (and BCR17) don’t commute with Dem-
spter’s rule for Shafer’s model and a non-Bayesian bba since

mCBCR12FDs('|B U C) # mFDsCBCR12('|B U C)'
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e Case 5 : SCR-based Conditioning followed by Dempster’s rule based Fusion
If we consider the masses mj(.) and my(.) and if we apply the SCR to each of them for
conditioning, one gets

mi(B|BUC) =2/7 m1(C|BUC) =2/7 mi(BUC|BUC) =3/7
me(B|BUC) =4/9 mo(C|BUC) =3/9 me(BUC|BUC) =2/9
then if one combines them with Dempster’s rule, one finally gets

24 19 6
mCSCRFDS(B|B ul) = 19 mCSCRFDS(C|B uc) = 19 MCscrFps (ClBUC) = 19

e Case 6 : Dempster’s rule based Fusion followed by the SCR-based Conditioning

If we apply first the fusion of m;(.) with ma(.) with Dempster’s rule of combination, one
gets

mps(A) =10/59 mps(B) =22/59 mps(C) = 19/59
mps(AUB)=2/59 mps(BUC)=6/59

and if one applies SCR for conditioning the prior mpg(.), one finally gets

6
MFpsCrcrs (BUC|BUC) = —

24 1
MFpsCscr (B|BUC) = — MFpsCrcrs (ClBUC) = — 19

9
49 49

From cases 5 and 6, we verify that SCR commutes with Demspter’s rule for Shafer’s model and
non-Bayesian bba® because

mCSCRFDS('|B ul) = mFDSCSCR(’|B ucQ).

9.8 Conclusion

We have proposed in this chapter several new Belief Conditioning Rules (BCRs) in order to
adjust a given prior bba m(.) with respect to the new conditioning information that have come
in. The BCRs depend on the model of D®. Several examples were presented that compared
these BCRs among themselves and as well with Shafer’s Conditioning Rule (SCD). Except for
SCD, in general the BCRs do not commute with the fusion rules, and the sequence in which
they should be combined depends on the chronology of information received.
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Abstract: This chapter introduces the notion of qualitative belief assignment to
model beliefs of human experts expressed in natural language (with linguistic labels).
We show how qualitative beliefs can be efficiently combined using an extension of
Dezert-Smarandache Theory (DSmT) of plausible and paradozical quantitative rea-
soning to qualitative reasoning. We propose a new arithmetic on linguistic labels
which allows a direct extension of classical or hybrid DSm fusion rules. An ap-
proximate qualitative PCRS5 rule is also proposed jointly with a Qualitative Average
Operator. We also show how crisp or interval mappings can be used to deal indirectly
with linguistic labels. A very simple example is provided to illustrate our qualitative
fusion rules.

10.1 A brief historic of previous works

Since fifteen years qualitative methods for reasoning under uncertainty developed in Artificial
Intelligence are attracting more and more people of Information Fusion community, specially
those working in the development of modern multi-source! systems for defense. Their aim is
to propose solutions for processing and combining qualitative information to take into account
efficiently information provided by human sources (or semi-intelligent expert systems) and usu-
ally expressed in natural language rather than direct quantitative information. George Polya
was one of the first mathematicians to attempt a formal characterization of qualitative human
reasoning in 1954 [26, 27], then followed by Lofti Zadeh’s works [40]- [45].

The interest of qualitative reasoning methods is to help in decision-making for situations
in which the precise numerical methods are not appropriate (whenever the information/input
are not directly expressed in numbers). Several formalisms for qualitative reasoning have been
proposed as extensions on the frames of probability, possibility and/or evidence theories [2, 5,

"Where both computers, sensors and human experts are involved in the loop.
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9, 12, 37, 39, 42, 45]. The limitations of numerical techniques are discussed in [22]. We browse
here few main approaches. A detailed presentation of theses techniques can be found in [24].

In [34], Wellman proposes a general characterization of qualitative probability to relax pre-
cision in representation and reasoning within the probabilistic framework. His basic idea was
to develop Qualitative Probabilistic Networks (QPN) based on a Qualitative Probability Lan-
guage (QPL) defined by a set of numerical underlying probability distributions. The major
interest of QPL is to specify the partial rankings among degrees of belief rather than assessing
their magnitudes on a cardinal scale. Such method cannot be considered as truly qualitative in
our opinion, since it rather belongs to the family of imprecise probability [33] and probability
bounds analysis (PBA) methods [11].

Some advances have been done by Darwiche in [5] for a symbolic generalization of Probabil-
ity Theory; more precisely, Darwiche proposes a support (symbolic and/or numeric) structure
which contains all information able to represent and conditionalize the state of belief. Dar-
wiche shows that Probability Theory fits within his new support structure framework as several
other theories, but Demspter-Shafer Theory doesn’t fit in. Based on Demspter-Shafer The-
ory [29] (DST), Wong and Lingras [38] propose a method for generating a (numerical) basic
belief functions from preference relations between each pair of propositions be specified quali-
tatively. The algorithm proposed doesn’t provide however a unique solution and doesn’t check
the consistency of qualitative preference relations. Bryson and al. [4, 16] propose a procedure
called Qualitative Discriminant Procedure (QDP) that involves qualitative scoring, imprecise
pairwise comparisons between pairs of propositions and an optimization algorithm to generate
consistent imprecise quantitative belief function to combine. Very recently, Ben Yaglane in [1]
has reformulated the problem of generation of quantitative (consistent) belief functions from
qualitative preference relations as a more general optimization problem under additional non
linear constraints in order to minimize different uncertainty measures (Bezdek’s entropy, Dubois
& Prade non-specificity, etc).

In [18, 19], Parsons proposes a qualitative Dempster-Shafer Theory, called Qualitative Evi-
dence Theory (QET), by using techniques from qualitative reasoning [2]. Parsons’ idea is to use
qualitative belief assignments (qba), denoted here gm(.) assumed to be only 0 or +, where +
means some unknown value between 0 and 1. Parsons proposes, using operation tables, a very
simple arithmetic for qualitative addition + and multiplication x operators. The combination
of two (or more) gba’s then actually follows the classical conjunctive consensus operator based
on his qualitative multiplication table. Because of impossibility of qualitative normalization,
Parsons uses the un-normalized version of Dempster’s rule by committing a qualitative mass
to the empty set following the open-world approach of Smets [32]. This approach cannot deal
however with truly closed-world problems because there is no issue to transfer the conflicting
qualitative mass or to normalize the qualitative belief assignments in the spirit of DST. An
improved version of QET has been proposed [18] for using refined linguistic quantifiers as sug-
gested by Dubois & Prade in [10]. The fusion of refined qualitative belief masses follows the
un-normalized Dempster’s rule based on an underlying numerical interval arithmetic associated
with linguistic quantifiers. Actually, this refined QTE fits directly within DSmT framework
since it corresponds to imprecise (quantitative) DSmC fusion rule [6, 30].

From 1995, Parsons seems to have switched back to qualitative probabilistic reasoning [23]
and started to develop Qualitative Probabilistic Reasoner (QPR). Recently, Parsons discussed
about the flaw discovered in QPR and gave some issues with new open questions [25].

In Zadeh’s paradigm of computing with words (CW) [42]- [45] the combination of qualita-
tive/vague information expressed in natural language is done essentially in three steps: 1) a



10.2. QUALITATIVE OPERATORS 271

translation of qualitative information into fuzzy membership functions, 2) a fuzzy combination
of fuzzy membership functions; 3) a retranslation of fuzzy (quantitative) result into natural
language. All these steps cannot be uniquely accomplished since they depend on the fuzzy
operators chosen. A possible issue for the third step is proposed in [39].

In this chapter, we propose a simple arithmetic of linguistic labels which allows a direct
extension of classical (quantitative) combination rules proposed in the DSmT framework into
their qualitative counterpart. Qualitative beliefs assignments are well adapted for manipulated
information expressed in natural language and usually reported by human expert or Al-based
expert systems. In other words, we propose here a new method for computing directly with
words (CW) and combining directly qualitative information Computing with words, more pre-
cisely computing with linguistic labels, is usually more vague, less precise than computing with
numbers, but it is expected to offer a better robustness and flexibility for combining uncertain
and conflicting human reports than computing with numbers because in most of cases human
experts are less efficient to provide (and to justify) precise quantitative beliefs than qualitative
beliefs. Before extending the quantitative DSmT-based combination rules to their qualitative
counterparts, it will be necessary to define few but new important operators on linguistic labels
and what is a qualitative belief assignment. Then we will show though simple examples how
the combination of qualitative beliefs can be obtained in the DSmT framework.

10.2 Qualitative Operators

We propose in this section a general arithmetic for computing with words (or linguistic labels).
Computing with words (CW) and qualitative information is more vague, less precise than com-
puting with numbers, but it offers the advantage of robustness if done correctly since :

7 It would be a great mistake to suppose that vague knowledge must be false. On the contrary,
a vague belief has a much better chance of being true than a precise one, because there are more
possible facts that would verify it.” — Bertrand Russell [28].

So let’s consider a finite frame © = {61, ...,0,} of n (exhaustive) elements 6;, 1 = 1,2,...,n,
with an associated model M(©) on © (either Shafer’s model M°(©), free-DSm model M7 (0),
or more general any Hybrid-DSm model [30]). A model M(O) is defined by the set of integrity
constraints on elements of © (if any); Shafer’s model M°(©) assumes all elements of © truly
exclusive, while free-DSm model M7 (0) assumes no exclusivity constraints between elements
of the frame ©.

Let’s define a finite set of linguistic labels L = {L1,Ls,...,L,} where m > 2 is an integer.
L is endowed with a total order relationship <, so that L1 < Ly < ... < L,,. To work on a
close linguistic set under linguistic addition and multiplication operators, we extends L with
two extreme values Lg and L,, 1 where Ly corresponds to the minimal qualitative value and
Ly,41 corresponds to the maximal qualitative value, in such a way that

Lo<Li <Ly<...<Lp <Lt

where < means inferior to, or less (in quality) than, or smaller (in quality) than, etc. hence a
relation of order from a qualitative point of view. But if we make a correspondence between
qualitative labels and quantitative values on the scale [0, 1], then Ly, = Lo would correspond
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to the numerical value 0, while Lyax = Lym41 would correspond to the numerical value 1, and
each L; would belong to [0,1], i. e.

Lin = Lo < Li <Ly <...< Ly < Lypy1 = Liax
From now on, we work on extended ordered set L of qualitative values

L ={Lo,L, L1} = {Lo,L1,La, ..., Ly, Lipy1}

The qualitative addition and multiplication operators are respectively defined in the following
way:

e Addition :
Ly if i +j < 1
L+ L= it Dol smat (10.1)
Lpyy1, ifi4+j>m-+1.
e Multiplication :
Li X Lj = Lmin{i,j} (102)

These two operators are well-defined, commutative, associative, and unitary. Addition of labels
is a unitary operation since Ly = Ly, is the unitary element, i.e. L;+ Lo = Lo+ L; = L1 = L;
for all 0 <17 < m + 1. Multiplication of labels is also a unitary operation since L;,+1 = Lyax i8
the unitary element, i.e. L; X Lyyt1 = Limt1 X Ly = Lygin(imy1y = Lifor 0 <@ <m+1. Lo is the
unit element for addition, while L,, 1 is the unit element for multiplication. L is closed under
+ and x. The mathematical structure formed by (L, +, X) is a commutative bisemigroup with
different unitary elements for each operation. We recall that a bisemigroup is a set .S endowed
with two associative binary operations such that S is closed under both operations.

If L is not an exhaustive set of qualitative labels, then other labels may exist in between
the initial ones, so we can work with labels and numbers - since a refinement of L is possible.
When mapping from L to crisp numbers or intervals, Lo = 0 and L,,y1 = 1, while 0 < L; < 1,
for all 4, as crisp numbers, or L; included in [0, 1] as intervals/subsets.

For example, L, Lo, L3 and L4 may represent the following qualitative values: L; =
very poor, Ly £ poor, Lz £ good and L, £ very good where £ symbol means ”by definition”.

We think it is better to define the multiplication X of L; X L; by Lyin(; j1 because multiplying
two numbers a and b in [0, 1] one gets a result which is less than each of them, the product
is not bigger than both of them as Bolanos et al. did in [3] by approximating L; x L; =
Li+; > max{L;, L;}. While for the addition it is the opposite: adding two numbers in the
interval [0, 1] the sum should be bigger than both of them, not smaller as in [3] case where
L; + Lj = min{Li, L]} < max{Li, LJ}

10.2.1 Qualitative Belief Assignment

We define a qualitative belief assignment (qba), and we call it qualitative belief mass or g-mass
for short, a mapping function
qgm(.): G® — L
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where G® corresponds the space of propositions generated with N and U operators and elements
of © taking into account the integrity constraints of the model. For example if Shafer’s model
is chosen for ©, then G® is nothing but the classical power set 2€ [29], whereas if free DSm
model is adopted G® will correspond to Dedekind’s lattice (hyper-power set) D® [30]. Note
that in this qualitative framework, there is no way to define normalized gm(.), but qualitative
quasi-normalization is still possible as seen further. Using the qualitative operations defined
previously we can easily extend the combination rules from quantitative to qualitative. In the
sequel we will consider s > 2 qualitative belief assignments gmq(.),...,gms(.) defined over the
same space G© and provided by s independent sources Si, ..., Sy of evidence.

Important note: The addition and multiplication operators used in all qualitative fusion for-
mulas in next sections correspond to qualitative addition and qualitative multiplication operators
defined in (10.1) and (10.2) and must not be confused with classical addition and multiplication
operators for numbers.

10.2.2 Qualitative Conjunctive Rule (qCR)

The qualitative Conjunctive Rule (qCR) of s > 2 sources is defined similarly to the quantitative
conjunctive consensus rule, i.e.

S
gmeor(X) = > JJaemi(X) (10.3)
X1,..,X,€G® =1
X1N..NXs=X

The total qualitative conflicting mass is given by

10.2.3 Qualitative DSm Classic rule (q-DSmC)

The qualitative DSm Classic rule (-DSmC) for s > 2 is defined similarly to DSm Classic fusion
rule (DSmC) as follows : gmypsmc () = Lo and for all X € D®\ {0},

qmepsme(X) = > J[ami(x0) (10.4)

X1,,....Xs€D® =1
X1N..NXs=X

10.2.4 Qualitative DSm Hybrid rule (q-DSmH)

The qualitative DSm Hybrid rule (q-DSmH) is defined similarly to quantitative DSm hybrid
rule [30] as follows: gmgpsmm(#) = Lo and for all X € G®\ {0}

amgpsma(X) 2 9(X) - [a51(X) + 452(X) + ¢S (X) (10.5)

where ¢(X) is the characteristic non-emptiness function of a set X, i.e. ¢(X) = Ly if X ¢ 0
and ¢(X) = Lg otherwise, where @ £ {@,0}. @ is the set of all elements of D® which have



274 FUSION OF QUALITATIVE BELIEFS

been forced to be empty through the constraints of the model M and () is the classical /universal
empty set. ¢51(X) = gmgpsmc(X), ¢52(X), ¢S3(X) are defined by

gS1(X) £ Z qui(Xi) (10.6)

X1,Xo2,...,.Xs€D® =1
X1NXaN..NXs=X

492 (X) = Z qui(Xi) (10.7)
X1,X2,..,X:€0 =1
U=X]V[UEPN(X=I})]

453(X) £ > [ ami(x) (10.8)

X1,Xs,...,.X,€D® =1
X1UXoU.. .UX =X
X1NXoN..NX€0

where all sets are in canonical form and where U = w(X7) U ... U u(X,) where u(X) is the
union of all §; that compose X, I; £ 6; U... U6, is the total ignorance. ¢S;(X) is nothing
but the gDSmC rule for s independent sources based on M7 (0); ¢So(X) is the qualitative
mass of all relatively and absolutely empty sets which is transferred to the total or relative
ignorances associated with non existential constraints (if any, like in some dynamic problems);
qS3(X) transfers the sum of relatively empty sets directly onto the (canonical) disjunctive form
of non-empty sets. qDSmH generalizes DSmC works for any models (free DSm model, Shafer’s
model or any hybrid models) when manipulating qualitative belief assignments.

10.3 Qualitative Average Operator

The Qualitative Average Operator (QAQO) is an extension of Murphy’s numerical average oper-
ator [15]. But here we define two types of QAQO’s:

a) A pessimistic (cautious) one :

QAOY(Li, Lj) = Ljiss (10.9)

2

where |x] means the lower integer part of x, i.e. the greatest integer less than or equal
to x;

a) An optimistic one :

QAO,(Li, L;) = L (10.10)

[£4

where [z] means the upper integer part of x, i.e. the smallest integer greater than or
equal to z.

QAO can be generalized for s > 2 qualitative sources.
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10.4 Qualitative PCRS5 rule (g-PCR5)

In classical (i.e. quantitative) DSmT framework, the Proportional Conflict Redistribution rule
no. 5 (PCR5) defined in Chapter 1 has been proven to provide very good and coherent results
for combining (quantitative) belief masses, see [7, 31] and Chapters 2 and 13 in this volume
for discussions and justifications. When dealing with qualitative beliefs and using Dempster-
Shafer Theory (DST), we unfortunately cannot normalize, since it is not possible to divide
linguistic labels by linguistic labels. Previous authors have used the un-normalized Dempster’s
rule, which actually is equivalent to the Conjunctive Rule in Shafer’s model and respectively
to DSm conjunctive rule in hybrid and free DSm models. Following the idea of (quantitative)
PCR5 fusion rule (1.32), we can however use a rough approximation for a qualitative version
of PCR5 (denoted qPCRS5) as it will be presented in next example, but we did not succeed so
far to get a general formula for qualitative PCR5 fusion rule (q-PCR5) because the division of
labels could not be defined.

10.5 A simple example

Let’s consider the following set of ordered linguistic labels L = {Lg, Ly, Lo, L3, L4, L5} (for
example, L1, Ly, L3z and Ly may represent the values: L £ very poor, Ly £ poor, L3 £ good
and Ly = very good, where = symbol means by definition), then addition and multiplication
tables are:

Table 10.1: Addition table

X LO L1 L2 L3 L4 L5
Lo | Lo Lo Lo Lo Lo Lo
Ly | Ly Ly Ly Ly L1 Iy
Ly | Lo Ly Ly Lo La Lo
Ly | Lo Ly L L3z L3 L3
Ly| Lo Ly Ly L3 Ly Ly
Ls | Lo Li Ly L3 Ly Ls

Table 10.2: Multiplication table
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The tables for QAO, and QAO, operators are:

QAO, | Lo L1 Lo Lz Lsy Ls
Lo Lo Lo Ly Ly Ly Lo
Ly Lo Ly Ly Ly Ly Ls
Lo Ly Ly Ly Ly L3 L3
L Ly Ly Ly Lz L3 Ly
Ly Ly Ly L3 Lz Ly L4
Ls Ly Ly L3 Ly Ly Ls

Table 10.3: Table for QAO,,

QAO, | Lo Ly Ly L3 Ly Ls
Lo Lo Ly Ly Ly Ly L3
Ly Ly Ly Ly L L3 L3
Lo Ly Ly Ly L3 L3z L4
Ls Ly Ly L3 Lz Ly Ly
Ly Ly L3 L3 Ly Li Ls
Ls Ly Ly Ly Ly Ls Ls

Table 10.4: Table for QAO,

Let’s consider now a simple two-source case with a 2D frame © = {6}, 62}, Shafer’s model
for ©, and gba’s expressed as follows:

gmi(01) = L1, qmi(62) = L3, qmi(61Ub) = Ly

qma(01) = Lo, qma(f2) = L1, qma(01Ub) = Lo

10.5.1 Qualitative Fusion of gba’s

e Fusion with (qCR): According to qCR combination rule (10.3), one gets the result in
Table 10.5, since

gmqcr(01) = gma(61)gma(61) + gma(61)gma (61 U b2)
+ gma(01)gm1 (01 U O2)
= (L1 X Lo) + (L1 X Lo) + (L2 x L)
=Li+ L1+ Ly =Liy141 = L3

qmqcr(02) = qma(02)gma(02) + gma(62)gma (61 U b2)
+ gma(02)gm1 (01 U O2)
= (Lg x L1) + (Ls x Lo) + (L1 x Lq)
=L+ Lo+ Ly =1Li1o11 =1Ly
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qquR(Hl U 02) = qm1(01 @] Hg)qmg(el U 02) =011 xLy=1,4

gmgor(0) £ Ko = gma (01)gma(02) + gma (02)gma(61)
:(L1 XL1)+(L2 XLg):Ll—I—LQ:Lg

In summary, one gets

6 Oy 01U0 O 61Ny
qgmi(.) Ly Ls Ly

qmg(.) LQ L1 LQ

gmecr(:) | Ly Ly Ly Ls Lo

Table 10.5: Fusion with qCR

e Fusion with (qDSmC): If we accepts the free-DSm model instead Shafer’s model, ac-
cording to qDSmC combination rule (10.4), one gets the result in Table 10.6,

6 Oy 01U0 O 61Ny
gmi(.) Ly Lj Ly

qmg(.) LQ L1 LQ

qngpsmc() | L3 Ly Ly Ly L3

Table 10.6: Fusion with gDSmC

e Fusion with (gDSmH): Working with Shafer’s model for ©, according to DSmH com-
bination rule (10.5), one gets the result in Table 10.7.

01 60y 61U0, 0 0;N06
qma(.) Ly Ls Ly

qmg(.) LQ L1 LQ

gmepsmu(-) | Ls Ly Ly Lo Lo

Table 10.7: Fusion with qDSmC

since gmgpsmu (61 U b62) = Ly + Ly = Ly.

e Fusion with QAQO: Working with Shafer’s model for ©, according to QAO combination
rules (10.9) and (10.10), one gets the result in Table 10.8.

e Fusion with (qPCR5): Following PCR5 method, we propose to transfer the qualitative
partial masses

a) gmq(61)gmz(02) = L1 x L1 = Ly to 01 and 05 in equal parts (i.e. proportionally to
Ly and Ly respectively, but Ly = Lq); hence %Ll should go to each of them.
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01 0 01U09
gma(.) Ly L3 Ly
gma(.) Ly Ly Lo

meAOp(-) L1 LQ L1
gmqgao,(.) | Lz Lo Lo

Table 10.8: Fusion of gba’s with QAQO’s

b) gma(01)gmi(02) = Lax Ly = Ls to 01 and 65 proportionally to Ly and L3 respectively;
but since we are not able to do an exact proportionalization of labels, we approximate
through transferring %Lg to 61 and %Lg to 0s.

The transfer (1/3)Ly to 6; and (2/3)Ls to 63 is not arbitrary, but it is an approximation
since the transfer was done proportionally to Lo and L3, and Lo is smaller than Lg; we
mention that it is not possible to do an exact transferring. Nobody in the literature has
done so far normalization of labels, and we tried to do a quasi-normalization [i.e. an
approximation].

Summing a) and b) we get: %Ll + %Lg ~ L1, which represents the partial conflicting
qualitative mass transferred to #;, and %Ll + %LQ ~ Lo, which represents the partial
conflicting qualitative mass transferred to #». Here we have mixed qualitative and quan-
titative information.

Hence we will finally get:

01 0y 0;U0, 0 01N0b
qmi(.) Ly Ls Ly

qmg(.) L2 L1 L2

qmgpcrs(.) | La  Ls Ly Lo Ly

Table 10.9: Fusion with gPCR5

For the reason that we can not do a normalization (neither previous authors on qualita-
tive fusion rules did), we propose for the first time the possibility of quasi-normalization
(which is an approximation of the normalization), i.e. instead of dividing each qualitative
mass by a coefficient of normalization, we subtract from each qualitative mass a qualitative
coefficient (label) of quasi-normalization in order to adjust the sum of masses.

Subtraction on L is defined in a similar way to the addition:

Li_s, ifi>j:
Li—Lj={ 2t=7h (10.11)
Ly, if i < 7;

L is closed under subtraction as well.

The subtraction can be used for quasi-normalization only, i. e. moving the final label
result 1-2 steps/labels up or down. It is not used together with addition or multiplication.
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The increment in the sum of fusioned qualitative masses is due to the fact that multipli-
cation on L is approximated by a larger number, because multiplying any two numbers
a, b in the interval [0, 1], the product is less than each of them, or we have approximated
the product a x b = min{a, b}.

Using the quasi-normalization (subtracting L;), one gets with gDSmH and qPCRJ5, the
following quasi-normalized masses (we use x symbol to specify the quasi-normalization):

01 60y 61U0, 0 0;N06
gma(.) Ly Ly Ly
qmg(.) LQ L1 LQ
qm;DSmH(.) L2 L3 L3 LQ L()
qmipogs(:) | Ls Ly Lo Lo Lo

Table 10.10: Fusion with quasi-normalization

10.5.2 Fusion with a crisp mapping

If we consider the labels as equidistant, then we can divide the whole interval [0,1] into five
equal parts, hence mapping the linguistic labels L; onto crisp numbers as follows:

LO = O, L1 = 0.2,L2 = 04, L3 — 0.6,L4 = 0.8,L5 — 1

Then the gba’s gm1(.) and gms(.) reduce to classical (precise) quantitative belief masses m(.)
and ma(.). In our simple example, one gets

mi(1) =02  mi(fy) =06  mi(fU6) =02

ma(01) =04  ma(fe) =02  ma(6U6) =04

We can apply any classical (quantitative) fusion rules. For example, with quantitative Con-
junctive Rule, Dempster-Shafer (DS), DSmC, DSmH, PCR5 and Murphy’s (Average Operator
- AO) rules, one gets the results in Tables 10.11 and 10.12.

01 02 01 U 6Oy
mi(.) 0.2 0.6 0.2
ma(.) 0.4 0.2 0.4
mer(.) 0.24 0.40 0.08
mpsmc(.) 0.24 0.40 0.08
mps(.) ~ 0.333 =~ 0.555 =~0.112
mpsmu(-) 0.24 0.40 0.36
mpcrs(.) 0.356 0.564 0.080
maol(.) 0.3 0.4 0.3

Table 10.11: Fusion through a crisp mapping

Important remark: The mapping of linguistic labels L; into crisp numbers z; € [0,1] is a
very difficult problem in general since the crisp mapping must generate from qualitative belief
masses gm;(.), i = 1,...,s, a set of complete normalized precise quantitative belief masses
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0 01 N6y

ma(.)
ma(.)
mcr(.) 0
mpsmc(.)
mps(.)

mpsm(.)
mpcrs(-)
maol(.)

O OO OO W
OO O Ol ©

Table 10.12: Fusion through a crisp mapping (cont’d)

m;(.),i=1,...,s (i.e. aset of crisp numbers in [0,1] such >y e mi(X) =1, Vi=1,...,s).
According to [35, 36], such direct crisp mapping function can be found/built only if the gba’s
satisfy a given set of constraints. Generally a crisp mapping function and gba’s generate for at
least one of sources to combine either a paraconsistent (quantitative) belief assignments (if the
sum of quantitative masses is greater than one) or an incomplete belief assignment (if the sum of
masses is less than one). An issue would be in such cases to make a (quantitative) normalization
of all paraconsistent and incomplete belief assignments drawn from crisp mapping and gba’s
before combining them with a quantitative fusion rule. The normalization of paraconsistent
and incomplete bba’s reflects somehow the difference in the interpretations of labels used by
the sources (i.e. each source carries its own (mental/internal) representation of the linguistic
label he/she uses when committing qualitative beliefs on any given proposition). It is possible
to approximate the labels by crisp numbers of by subunitary subsets (in imprecise information),
but the accuracy is arguable.

10.5.3 Fusion with an interval mapping

An other issue to avoid the direct manipulation of qualitative belief masses, is to try to as-
sign intervals assign intervals or more general subunitary subsets to linguistic labels in order to
model the vagueness of labels into numbers. We call this process, the interval mapping of gba’s.
This approach is less precise than the crisp mapping approach but is a quite good compromise
between qualitative belief fusion and (precise) quantitative belief fusion.

In our simple example, we can easily check that the following interval mapping
Ly~ [0,0.1), Ly — [0.1,0.3), Ly — [0.3,0.5), L3 — [0.5,0.7), Ly — [0.7,0.9), L5 — [0.9, 1]
allows us to build two set of admissible? imprecise (quantitative) belief masses:
mi(61) =10.1,0.3)  mi(h) =1[0.3,0.5)

mi(6;) =10.5,0.7)  mi(hy) =1[0.1,0.3)
mi(6, Uby) =10.1,0.3)  mi(h1UBy) =1[0.3,0.5)

2 Admissibility condition means that we can pick up at least one number in each interval of an imprecise belief
mass in such a way that the sum of these numbers is one (see [30] for details and examples). For example, m1(.) is
admissible since there exist 0.22 € [0.1,0.3), 0.55 € [0.5,0.7), and 0.23 € [0.1, 0.3) such that 0.2240.55+0.23 = 1.
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These two admissible imprecise belief assignments can then be combined with (imprecise)
combination rules proposed in [30] and based on the following operators for interval calculus:
If Xy,4&s,. .., A, are real sets, then their sum is:

Z Xp={z|x= Z Tp,T1 € Xp,... 2y € Xp}

k=1,..n k=1,...n

while their product is:

Xp={z|xz= H Tp,T1 € Xp,..., 2y € Xp}
k=1,..n

k=1,...,n

The results obtained with an interval mapping for the different (quantitative) rules of com-
bination are summarized in Tables 10.13 and 10.14.

01 ) 01 U 09
mi(.) [0.1,0.3) [0.5,0.7) [0.1,0.3)
mi(.) [0.3,0.5) [0.1,0.3) [0.3,0.5)
mbg() [0.09,0.45) [0.21,0.65) [0.03,0.15)
mhemo () [0.09,0.45) [0.21,0.65) [0.03,0.15)
mb e () [0.09,0.45) [0.21,0.65) [0.19,0.59)
mhops(-) | [0.15125,0.640833)  [0.30875,0.899167)  [0.03,0.15)
mho() [0.2,0.4) [0.3,0.5) [0.2,0.4)

Table 10.13: Fusion Results with interval mapping

0 01N 0Oy
my(.
m&p() 0.16,0.44) 0
mhgme () 0 [0.16,0.44)
mIDSmH 0 0
mJIDCR5(-) 0 0
mho() 0 0

Table 10.14: Fusion Results with interval mapping (cont’d)

10.6 Conclusion

We have extended in this chapter the use of DSmT from quantitative to qualitative belief
assignments. In order to apply the fusion rules to qualitative information, we defined the
+, X, and even — operators working on the set of linguistic labels. Tables of qualitative
calculations are presented and examples using the corresponding qualitative-type Conjunctive,
DSm Classic, DSm Hybrid, PCR5 rules, and qualitative-type Average Operator. We also mixed
the qualitative and quantitative information in an attempt to refine the set of linguistic labels
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for a better accuracy. Since a normalization is not possible because the division of labels does
not work, we introduced a quasi-normalization (i.e. approximation of the normalization). Then
mappings were designed from qualitative to (crisp or interval) quantitative belief assignments.
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Abstract: In this chapter, we present two applications in information fusion in
order to evaluate the generalized proportional conflict redistribution rule presented
in chapter [7]. Most of the time the combination rules are evaluated only on simple
examples. We study here different combination rules and compare them in terms of
decision on real data. Indeed, in real applications, we need a reliable decision and
it is the final results that matter. Two applications are presented here: a fusion of
human experts opinions on the kind of underwater sediments depicted on a sonar
image and a classifier fusion for radar targets recognition.

11.1 Introduction

We have presented and discussed some combination rules in the chapter [7]. Our study was
essentially on the redistribution of conflict rules. We have proposed a new proportional conflict
redistribution rule. We have seen that the decision can be different following the rule. Most of
the time the combination rules are evaluated only on simple examples. In this chapter, we study
different combination rules and compare them in terms of decision on real data. Indeed, in real
applications, we need a reliable decision and it is the final results that matter. Hence, for a
given application, the best combination rule is the rule giving the best results. For the decision
step, different functions such as credibility, plausibility and pignistic probability [1, 9, 13] are
usually used.

289



290 GENERALIZED PCR APPLIED TO SONAR IMAGERY AND RADAR TARGETS

In this chapter, we present the advantages of the DSmT for the modelization of real applica-
tions and also for the combination step. First, the principles of the DST and DSmT are recalled.
We present the formalization of the belief function models, different rules of combination and
decision. One combination rule (PCR5) proposed by [12] for two experts is mathematically one
of the best for the proportional redistribution of the conflict applicable in the context of the
DST and the DSmT. We compare here an extension of this rule for more than two experts, the
PCR6 rule presented in the chapter [7], and other rules using the same data model.

Two applications are presented here: a fusion of human experts opinions on the kind of
underwater sediments depicted on a sonar image and a classifier fusion for radar targets recog-
nition.

The first application relates to the seabed characterization, for instance in order to help
the navigation of Autonomous Underwater Vehicles or provide data to sedimentologists. The
sonar images are obtained with many imperfections due to instrumentations measuring a huge
number of physical data (geometry of the device, coordinates of the ship, movements of the
sonar, etc.). In this kind of applications, the reality is unknown. If human experts have to
classify sonar images they can not provide with certainty the kind of sediment on the image.
Thus, for instance, in order to train an automatic classification algorithm, we must take into
account this difference and the uncertainty of each expert. We propose in this chapter how to
solve this human experts fusion.

The second application allows to really compare the combination rules. We present an
application of classifiers fusion in order to extract the information for the automatic target
recognition. The real data are provided by measures in the anechoic chamber of ENSIETA
(Brest, France) obtained by illuminating 10 scale reduced (1:48) targets of planes. Hence, all
the experimentations are controlled and the reality is known. The results of the fusion of three
classifiers are studied in terms of good-classification rates.

This chapter is organized as follow: In the first section, we recall combination rules presented
in the chapter [7] that we compare them in this chapter. The section 11.3 proposes a way of
fusing human expert’s opinions in uncertain environments such as the underwater environment.
This environment is described with sonar images which are the most appropriate in such en-
vironment. The last section presents the results of classifiers fusion in an application of radar
targets recognition.

11.2 Backgrounds on combination rules

We recall here the combination rules presented and discussed in chapter [7] and compare them
on two real applications in the following sections. For more details on the theory, see chapter [7].

In the context of the DST, the non-normalized conjunctive rule is one of the most used rule
and is given by [13] for all X € 2° by:

M
me(X) = > [Imi) (11.1)

Yin..NYy=X j=1

where Y; € 29 is a response of the expert j, and m;(Yj) is the associated basic belief assignment.
In this chapter, we focus on rules where the conflict is redistributed. With the rule given by
Dubois and Prade [3], a mixed conjunctive and disjunctive rule, the conflict is redistributed on
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partial ignorance. This rule is given for all X € 29 X £ () by:

M M
mpp(X)= > ] m0) + > J[mi(). (11.2)

Yin..nYy=X j=1 YiU...UYy =X 7j=1

YiN...NYy =0

where Y} € 29 is a response of the expert j, and m;(Y;) the associated basic belief assignment.

In the context of the DSmT, the non-normalized conjunctive rule can be used for all X € D®
and Y € D®. The mixed rule given by the equation (11.2) has been rewritten in [10], and called
DSmH, for all X € D®, X £ ( ! by:

M M
mg(X)= > J[mi() + > [Tmi(vi) +

Yin..nYy=X j=1 ViU UYy=x J=1

YiN...NY =0

u u (11.3)
> IImoy + > [[ms )
{u(¥1)U...Uu(Ya)=X = {u(v)U..Uu(¥a)=0 and x=6} I=1
Yl,...,YJ\[E@ Yi,..., Y]ME@

where Y} € D® is a response of the expert 7, m;(Y;) the associated basic belief assignment,
and u(Y') is the function giving the union of the terms that compose Y [11]. For example if
=(ANB)UANC),u(Y)=AUBUC.
If we want to take the decision only on the elements in ©, some rules propose to redistribute
the conflict proportionally on these elements. The most accomplished is the PCR5 given in [12].
The equation for M experts, for X € D®, X # () is given in [2] by:

mpcrs(X) = me(X) +

M-1
< H Mo, () (Yo, J>l> H Mo,(5) Yo, (5))

z J=1 =X
S mix) 3 . (1)
i:%Ycri(l)7"'7Y0¢(1VI—1))€(D6)N171 Z H(mﬂi(j)(Ygi(J))'T(X:Z’mi(X)))

Aﬁl Yo.()=2
Y, yNX= ’
1 71 F) 0 Ze{X Yy, 1)s Yo, (1)}

where o; counts from 1 to M avoiding 4:

oi(j) =17 if j <1,
{ oi(j) =j+1 if j>1, (11.5)
and:
T(B,z)==x if B is true,
{ T(B,z) =1 if B is false, (11.6)

!The notation X # () means that X # () and following the chosen model in D®, X is not one of the elements
of D® defined as . For example, if © = {A, B,C}, we can define a model for which the expert can provide a
mass on AN B and not on ANC,s0 ANB#Pand ANC =0
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We have proposed another proportional conflict redistribution rule PCR6 rule in the chapter
[7], for M experts, for X € D®, X # {):

mpcre(X) = me(X) +
M H M, () (Yo, (7))
> omi(x)? > — : (11.7)

M-1
i=1 M-
kmlygi(k)ﬂXE@ Z

(Yo, (1) Yo, (M—1)) E(D® )M

where o is defined like in (11.5).

As Y is a focal element of expert i, m;(X) + Z Mg, (5)(Yo,(j)) 7 0; the belief function m..

is the conjunctive consensus rule given by the equatlon (11.1). The PCR6 and PCRS5 rules are
exactly the same in the case of 2 experts.
We have also proposed two more general rules given by:

mpcre(X) = me(X)+

M-1
' mo'i(j)(YO'i(j))
Sy mi(X) f(mi(X) Y = , (11.8)
]':{j_llYai(k)ﬁXE@ f(mz(X))+ - f(mgi(j)(ygi(j)))
- g

(Yo, (1) Yo, (M—1) ) E(DE) M

with the same notations that in the equation (11.7), and f is an increasing function defined
by the mapping of [0, 1] onto IR™.
The second generalized rule is given by:

mPCRg( + Z Z

M—-1
kglyaz(k)mXEw

(Yo, (1) Yo, (M—1)) E(D®) M

v (11.9)
<ng 0‘1(] ) H]lj>z> ( i(X)+ZmU¢(j)(Yﬂi(j))>

j=1 Yo, ()H=X
mZ(X) 7) ,

> 9l D ey You() + mi(X) Iy

Ze{X Yy, (1) Yo, (1)} Yo ()=%

with the same notations that in the equation (11.7), and g is an increasing function defined
by the mapping of [0, 1] onto IR*.
In this chapter, we choose f(z) = g(x) = 2%, with o € RT.
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11.3 Experts fusion in Sonar imagery

Seabed characterization serves many useful purposes, e.g. help the navigation of Autonomous
Underwater Vehicles or provide data to sedimentologists. In such sonar applications, seabed
images are obtained with many imperfections [5]. Indeed, in order to build images, a huge
number of physical data (geometry of the device, coordinates of the ship, movements of the
sonar, etc.) has to be taken into account, but these data are polluted with a large amount of
noises caused by instrumentations. In addition, there are some interferences due to the signal
traveling on multiple paths (reflection on the bottom or surface), due to speckle, and due to
fauna and flora. Therefore, sonar images have a lot of imperfections such as imprecision and
uncertainty; thus sediment classification on sonar images is a difficult problem. In this kind of
applications, the reality is unknown and different experts can propose different classifications of
the image. Figure 11.1 exhibits the differences between the interpretation and the certainty of
two sonar experts trying to differentiate the type of sediment (rock, cobbles, sand, ripple, silt)
or shadow when the information is invisible. Each color corresponds to a kind of sediment and
the associated certainty of the expert for this sediment expressed in term of sure, moderately
sure and not sure. Thus, in order to train an automatic classification algorithm, we must take
into account this difference and the uncertainty of each expert. Indeed, image classification is
generally done on a local part of the image (pixel, or most of the time on small tiles of e.g.
16x16 or 32x32 pixels). For example, how a tile of rock labeled as not sure must be taken into
account in the learning step of the classifier and how to take into account this tile if another
expert says that it is sand? Another problem is: how should we consider a tile with more than
one sediment?

In this case, the space of discernment © represents the different kind of sediments on sonar
images, such as rock, sand, silt, cobble, ripple or shadow (that means no sediment information).
The experts give their perception and belief according to their certainty. For instance, the expert
can be moderately sure of his choice when he labels one part of the image as belonging to a
certain class, and be totally doubtful on another part of the image. Moreover, on a considered
tile, more than one sediment can be present.

Consequently we have to take into account all these aspects of the applications. In order
to simplify, we consider only two classes in the following: the rock referred as A, and the
sand, referred as B. The proposed models can be easily extended, but their study is easier to
understand with only two classes.

Hence, on certain tiles, A and B can be present for one or more experts. The belief functions
have to take into account the certainty given by the experts (referred respectively as c4 and ¢p,
two numbers in [0, 1]) as well as the proportion of the kind of sediment in the tile X (referred
as pa and pp, also two numbers in [0, 1]). We have two interpretations of “the expert believes
A”: it can mean that the expert thinks that there is A on X and not B, or it can mean that the
expert thinks that there is A on X and it can also have B but he does not say anything about
it. The first interpretation yields that hypotheses A and B are exclusive and with the second
they are not exclusive. We only study the first case: A and B are exclusive. But on the tile X,
the expert can also provide A and B, in this case the two propositions “the expert believes A”
and “the expert believes A and B” are not exclusive.
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Figure 11.1: Segmentation given by two experts.

11.3.1 Models

We have proposed five models and studied these models for the fusion of two experts [6]. We
present here the three last models for two experts and two classes. In this case the conjunctive
rule (11.1), the mixed rule (11.2) and the DSmH (11.3) are similar. We give the obtained results
on a real database for the fusion of three experts in sonar.

Model M3 In our application, A, B and C cannot be considered exclusive on X. In order
to propose a model following the DST, we have to study exclusive classes only. Hence, in our
application, we can consider a space of discernment of three exclusive classes © = {AN B¢ BN
A AN B} ={A’, B',C"}, following the notations given on the figure 11.2.
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Figure 11.2: Notation of the intersection of two classes A and B.

Hence, we can propose a new model M3 given by:

if the expert says A:
m(A'UC") = ca,
m(A"UB' UC") =1 —cy,

if the expert says B:
m(B'UC") =cp, (11.10)
m(AUB' UC") =1-cg,

if the expert says A and B:

m(C") = pa.ca +pp-ca,
m(A"UB'UC") =1— (pa.ca + pp-cB).

Note that A’U B’ UC" = AU B. On our numerical example we obtain:

Auc'|Buc|c'|AuBuc
mq 0.6 0 0 0.4
mo 0 0 0.5 0.5

Hence, the conjunctive rule, the credibility, the plausibility and the pignistic probability are
given by:

element me | bel | pl | betP
0 01010 —
A= AN B* 0| 0 |0.5]0.2167
B'= Bn A¢ 0| 0 |0.2]0.0667
AUB =(ANnB)U(BNAS) | 0 | 0 |0.5]0.2833
C'=ANB 05105 | 1 |0.7167
Aucl =A 0.3]108| 1 |0.9333
B'UC'=B 0 [05] 1 |0.7833
AUB UC'=AUB 02 1 | 1 1

where

me(C") =me(ANB)=0.2+ 0.3 =0.5. (11.11)
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In this example, with this model M3 the decision will be A with the maximum of the pignistic
probability. But the decision could a priori be taken also on C/ = A N B because m.(C") is
the highest. We have seen that if we want to take the decision on A N B, we must considered
the maximum of the masses because of inclusion relations of the credibility, plausibility and
pignistic probability.

Model M, In the context of the DSmT, we can write C' = AN B and easily propose a fourth
model My, without any consideration on the exclusivity of the classes, given by:

if the expert says A:

{ m(A) = ca,
m(AUB) =1-—cay,

if the expert says B:
m(B) = cp, (11.12)
m(AUB)=1-cg,

if the expert says A and B:
{ m(AN B) = pa.ca+ pp-cp,
m(AUB) =1— (pa.ca +pB-cp).

This model My allows to represent our problem without adding an artificial class C'. Thus, the
model M4 based on the DSmT gives:

A | B|AnNnB|AUB
m1 06| 0 0 0.4
mg| 0 |0 0.5 0.5

The obtained mass m, with the conjunctive rule yields:

me(A)
me(B) =

0.3

0,
AN B)=mi(A)ma(ANB) +mi(AUB)ma(AN B) (11.13)
= 0.30 + 0.20 = 0.5,

me(AU B) = 0.20.

These results are exactly similar to the model M3. These two models do not present ambi-
guity and show that the mass on AN B (rock and sand) is the highest.

The generalized credibility, the generalized plausibility and the generalized pignistic proba-
bility are given by:

element | m. | Bel | P1 | GPT
0 0] 010 —

A 0.3108] 1 ]0.9333

B 0 | 050.7|0.7833

ANB |05]05] 1 |0.7167
AUuB 02| 1 1 1
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Like the model M3, on this example, the decision will be A with the maximum of pignistic
probability criteria. But here also the maximum of m,. is reached for AN B = C".

If we want to consider only the kind of possible sediments A and B and do not allow their
conjunction, we can use a proportional conflict redistribution rule such as the PCR rule:

mpcr(A) =0.30 + 0.5 = 0.8,
mpCR(B) = 0, (11.14)
mpCR(A @] ) = 0.20.

The credibility, the plausibility and the pignistic probability are given by:

element | mpcg | bel | pl | betP
0 0 0] 0 —
A 0.8 |08 1 0.9
B 0 0 102 0.1
AUB 0.2 1 1 1

On this numerical example, the decision will be the same as the conjunctive rule, here the
maximum of pignistic probability is reached for A (rock). In the next section, we see that is
not always the case.

Model M; Another model is M5 which can be used in both the DST and the DSmT. It
considers only one belief function according to the proportion, given by:

m(A) =pa.ca,
m(B) = pPB.CB, (1115)
m(AUB) =1— (pa.ca +pB-cp).

If for one expert, the tile contains only A, ps = 1, and m(B) = 0. If for another expert, the
tile contains A and B, we take into account the certainty and proportion of the two sediments
but not only on one focal element. Consequently, we have simply:

A| B |AUB
mp 06| 0 0.4
mo | 03102 0.5

In the DST context, the conjunctive rule, the credibility, the plausibility and the pignistic
probability are given by:

element | m, | bel | pl | betP
0 012 0 0 -

A 0.6 | 0.6 | 0.8 |0.7955

B 0.08 | 0.08 | 0.28 | 0.2045
AUB | 0.2 |0.88]0.88 1

In this case we can not decide A N B, because the conflict is on (.
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In the DSmT context, the conjunctive rule, the generalized credibility, the generalized plau-
sibility and the generalized pignistic probability are given by:

element | m, | Bel | PI GPT
0 0 0 0 —

A 0.6 | 0.72 | 0.92 | 0.8933

B 0.08] 0.2 | 0.4 |0.6333

ANB |0.12]0.12| 1 |0.5267
AUB | 0.2 1 1 1

The decision with the maximum of pignistic probability criteria is still A.
The PCR rule provides:

element | mpogr | bel | pl | betP

0 0 0 0 —
A 0.69 |0.69|0.89| 0.79
B 0.11 |0.110.31| 0.21

AUB 0.2 1 1 1

where

mper(A) = 0.60 + 0.09 = 0.69,
mper(B) = 0.08 4+ 0.03 = 0.11.

With this model and example of the PCR rule, the decision will be also A, and we do not have
difference between the conjunctive rules in the DST and DSmT.

11.3.2 Experimentation

Database Our database contains 42 sonar images provided by the GESMA (Groupe d’Etudes
Sous-Marines de I’Atlantique). These images were obtained with a Klein 5400 lateral sonar with

a resolution of 20 to 30 cm in azimuth and 3 cm in range. The sea-bottom depth was between
15 m and 40 m.

Three experts have manually segmented these images, giving the kind of sediment (rock,
cobble, sand, silt, ripple (horizontal, vertical or at 45 degrees)), shadow or other (typically
ships) parts on images, helped by the manual segmentation interface presented in figure 11.3.
All sediments are given with a certainty level (sure, moderately sure or not sure). Hence, each
pixel of every image is labeled as being either a certain type of sediment or a shadow or other.

The three experts provide respectively, 30338, 31061, and 31173 homogeneous tiles, 8069,
7527, and 7539 tiles with two sediments, 575, 402, and 283 tiles with three sediments, 14, 7,
and 2 tiles with four, and 1, 0, and 0 tile for five sediments, and 0 for more.

Results We note A = rock, B = cobble, C' = sand, D = silt, £ = ripple, F = shadow
and G = other, hence we have seven classes and © = {A,B,C,D,E,F,G}. We applied the



11.3. EXPERTS FUSION IN SONAR IMAGERY 299

J InterfaceSegrentation - douarnl 4aP.pit =101 %

iR Er i i : 8 SEDIMENT TYPE

100
SEDIMENT CERTAINTY

B

BORDER CERTAINTY
o

I Modesalely Sue

TG Done

Despeckle: ot dona

Iinage see: [16.45m,100, 2%
Waler cakimn positior: Left
Ww/ales colmn size 11.7m

Ly
o =

150 200 280 DI 30 400 480 500 550

Figure 11.3: Manual Segmentation Interface.

generalized model M5 on tiles of size 32x32 given by:

(

) = pa1.€1 + paz.ca + pas.cs, for rock,

) = pB1.c1 + pB2.C2 + pp3.cs, for cobble,

) = pc1-c1 + pe2-c2 + pes-cs, for ripple,

) = Pp1.¢1 + Pp2.c2 + pp3.cs, for sand, (11.16)
) = PE1-¢1 + pE2-C2 + pE3.c3, for silt, '

) = pr1.¢1 + Pr2.ca + prs.cs, for shadow,

) = pGi1-c1 + pGa-c2 + pas.cs, for other,

)=1—(m(A) +m(B) +m(C)+ m(D) +m(E) +m(F)+m(G)),

N

where c1, co and c3 are the weights associated to the certitude respectively: “sure”, “moderately
sure” and “not sure”. The chosen weights are here: ¢; = 2/3, co = 1/2 and ¢3 = 1/3. Indeed
we have to consider the cases when the same kind of sediment (but with different certainties) is
present on the same tile. The proportion of each sediment in the tile associated to these weights
is noted, for instance for A: pa1, pa2 and pas.

The total conflict between the three experts is 0.2244. This conflict comes essentially from
the difference of opinion of the experts and not from the tiles with more than one sediment.
Indeed, we have a weak auto-conflict (conflict coming from the combination of the same expert
three times). The values of the auto-conflict for the three experts are: 0.0496, 0.0474, and
0.0414. We note a difference of decision between the three combination rules given by the
equations (11.7) for the PCR6, (11.2) for the mixed rule and (11.1) for the conjunctive rule.
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The proportion of tiles with a different decision is 0.11% between the mixed rule and the
conjunctive rule, 0.66% between

the PCR6 and the mixed rule, and 0.73% between the PCR6 and the conjunctive rule.

These results show that there is a difference of decision according to the combination rules
with the same model. However, we can not know what is the best decision, and so what is the
most precise rule among the experimented ones, because on this application no ground truth
is known. We compare these same rules in another application, where the reality is completely
known.

11.4 Classifiers fusion in Radar target recognition

Several types of classifiers have been developed in order to extract the information for the
automatic target recognition (ATR). We have proposed different approaches of information
fusion in order to outperform three radar target classifiers [4]. We present here the results
reached by the fusion of three classifiers with the conjunctive rule, the DSmH, the PCR5 and
the PCR6.

11.4.1 Classifiers

The three classifiers used here are the same as in [4]. The first one is a fuzzy K-nearest
neighbors classifier, the second one is a multilayer perceptron (MLP) that is a feed forward
fully connected neural network. And the third one is the SART (Supervised ART) classifier [8]
that uses the principle of prototype generation like the ART neural network, but unlike this
one, the prototypes are generated in a supervised manner.

11.4.2 Database

The database is the same than in [4]. The real data were obtained in the anechoic chamber
of ENSIETA (Brest, France) using the experimental setup shown on figure 11.4. We have
considered 10 scale reduced (1:48) targets (Mirage, F14, Rafale, Tornado, Harrier, Apache,
DC3, F16, Jaguar and F117).

Each target is illuminated in the acquisition phase with a frequency stepped signal. The data
snapshot contains 32 frequency steps, uniformly distributed over the band B = [11650MHZ,
17850M H z], which results in a frequency increment of A f = 200MHz. Consequently, the slant
range resolution and ambiguity window are given by:

ARg =c¢/(2B) ~2.4m, Wy =c/(2Af) = 0.75m. (11.17)

The complex signature obtained from a backscattered snapshot is coherently integrated via
FFT in order to achieve the slant range profile corresponding to a given aspect of a given target.
For each of the 10 targets 150 range profiles are thus generated corresponding to 150 angular
positions, from -50 degrees to 69.50 degrees, with an angular increment of 0.50 degrees.

The database is randomly divided in a training set (for the three supervised classifiers) and
test set (for the evaluation). When all the range profiles are available, the training set is formed
by randomly selecting 2/3 of them, the others being considered as the test set.
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Figure 11.4: Experimental setup.

11.4.3 Model

The numerical outputs of the classifiers for each target and each classifier, normalized between
0 and 1, define the input masses. In order to keep only the most credible classes we consider the
two highest values of these outputs referred as o;; for the gt classifier and the target i. Hence,
we obtain only three focal elements (two targets and the ignorance ©).

The classifier does not provide equivalent belief in mean. For example, the fuzzy K-nearest
neighbors classifier easily provides a belief of 1 for a target, whereas the two other classifiers
always provide a not null belief on the second target and on ignorance. In order to balance the
classifiers, we weight each belief function by an adaptive threshold given by:

0.8 0.8

= mean(o;;) mean(b;;)’ (11.18)

where mean(o;;) is the mean of the belief of the two targets on all the previous considered
signals for the classifier j, mean(b;;) is the similar mean on b;; = f;.0;;. First, f; is initialized
to 1. Hence, the mean of belief on the singletons tends toward 0.8 for each classifier, and 0.2
on ©.

Moreover, if the belief assignment on © for a given signal and classifier is less than 0.001,
we keep the maximum of the mass and force the other in order to reach 0.001 on the ignorance
and so avoid total conflict with the conjunctive rule.

11.4.4 Results

We have conducted the division of the database into training database and test database, 800
times in order to estimate better the good-classification rates. We have obtained a total conflict
of 0.4176. The auto-conflict, reached by the combination of the same classifier three times, is
0.1570 for the fuzzy K-nearest neighbor, 0.4055 for the SART and 0.3613 for the multilayer
perceptron. The auto-conflict for the fuzzy K-nearest neighbor is weak because it happens
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Rule Conj. | DP | PCRf ; | PCRg | PCR6 | PCRg,: | PCRf,2 | PCR5
Conj. 0 0.68 1.53 1.60 2.02 2.53 2.77 2.83
DP 0.68 0 0.94 1.04 1.47 2.01 2.27 2.37
PCRfﬁ 1.53 | 0.94 0 0.23 0.61 1.15 1.49 1.67
PCRg 7 | 1.60 | 1.04 0.23 0 0.44 0.99 1.29 1.46
PCR6 2.04 | 1.47 0.61 0.44 0 0.55 0.88 1.08
PCRyg,2 | 2.53 | 2.01 1.15 0.99 0.55 0 0.39 0.71
PCRf,2 | 2.77 | 2.27 1.49 1.29 0.88 0.39 0 0.51
PCR5 2.83 | 2.37 1.67 1.46 1.08 0.71 0.51 0

Table 11.1: Proportion of targets with a different decision (%)

Rule % Confidence Interval
Conjunctive | 89.83 [89.75 : 89.91]
DP 89.99 [89.90 : 90.08]
PCRf,0s | 90.100 | [90.001 : 90.200]
PCRfﬁ 90.114 [90.015 : 90.213]
PCRf,0- | 90.105 | [90.006 : 90.204]
PCRy/z 90.08 [89.98 : 90.18]
PCR6 90.05 [89.97 = 90.13]
PCRy,» 90.00 [89.91 : 90.10]
PCR/,2 80.94 [89.83 : 90.04]
PCR5 89.85 [89.75 : 89.85]

Table 11.2: Good-classification rates (%)

many times that the mass is only on one class (and ignorance), whereas there are two classes
with a non-null mass for the SART and the multilayer perceptron. Hence, the fuzzy K-nearest
neighbor reduces the total conflict during the combination. The total conflict here is higher
than in the previous application, but it comes here from the modelization essentially and not
from a difference of opinion given by the classifiers.

The proportion of targets with a different decision is given in percentage, in the table 11.1.
These percentages are more important for this application than the previous application on
sonar images. Hence the conjunctive rule and the mixed rule are very similar. In terms of
similarity, we can give this order: conjunctive rule, the mixed rule (DP), PCR6f and PCR6g
with a concave mapping, PCR6, PCR6f and PCR6g with a convex mapping, and PCRS5.

The final decision is taken with the maximum of the pignistic probabilities. Hence, the
results reached by the generalized PCR are significantly better than the conjunctive rule and
the PCR5, and better than the mixed rule (DP). The conjunctive rule and the PCR5 give the
worst classification rates on these data (there is no significantly difference), whereas they have
a high proportion of targets with a different decision.

The best classification rate (see table 11.2) is obtained with PCRf, z, but is not signifi-
cantly better than the results obtained with the other versions PCR f, using a different concave

mapping.
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11.5 Conclusion

In this chapter, we have proposed a study of the combination rules compared in terms of
decision. The generalized proportional conflict redistribution (PCR6) rule (presented in the
chapter [7]) has been evaluated. We have shown on real data that there is a difference of decision
following the choice of the combination rule. This difference can be very small in percentage
but leads to significant difference in good-classification rates. Moreover, a high proportion with
a different decision does not lead to a high difference in terms of good-classification rates. The
last application shows that we can achieve better good-classification rates with the generalized
PCR6 than with the conjunctive rule, the DSmH (i.e. the mixed DP rule), or PCR5.

The first presented application shows that the modelization on D® can resolve easily some
problems. If the application needs a decision step and if we want to consider the conjunctions
of the elements of the discernment space, we have to take the decision directly on the masses
(and not on the credibilities, plausibilities or pignistic probabilities). Indeed, these functions
are increasing and can not give a decision on the conjunctions of elements. In real applications,
most of the time, there is no ambiguity and we can take the decision, else we have to propose
a new decision function that can reach a decision on conjunctions and also on singletons.

The conjunctions of elements can be considered (and so D@) in many applications, espe-
cially in image processing, where an expert can provide elements with more than one class. In
estimation applications, where intervals are considered, encroaching intervals (with no empty
intersection) can provide a better modelization.
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Multitarget Tracking in Clutter
based on Generalized Data
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Evaluation of Fusion Rules
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Abstract: The objective of this chapter is to present and compare different fusion
rules which can be used for Generalized Data Association (GDA) for multitarget
tracking (MTT) in clutter. Most of tracking methods including Target Identification
(ID) or attribute information are based on classical tracking algorithms such PDAF,
JPDAF, MHT, IMM, etc. and either on the Bayesian estimation and prediction of
target ID, or on fusion of target class belief assignments through the Dempster-Shafer
Theory (DST) and Dempster’s rule of combination. The main purpose of this study
s to pursue our previous works on the development of a new GDA-MTT based
on Dezert-Smarandache Theory (DSmT) but compare it also with standard fusion
rules (Dempster’s, Dubois €& Prade’s, Yager’s) and with the new fusion rules: Pro-
portional Conflict Redistribution rule No.5(PCRS5), fusion rule based on T-Conorm
and T-Norm Fuzzy Operators(TCN rule) and the Symmetric Adaptive Combination
(SAC) rule. The goal is to assess the efficiency of all these different fusion rules
for the applied GDA-MTT in critical, highly conflicting situation. This evaluation
1s based on a Monte Carlo simulation for a particular difficult maneuvering MTT
problem in clutter.

This work is partially supported by MONT grants 11205/02, MI-1506/05 and by Center of Excellence
BIS21++ grant (FP6-2004-ACC-SSA-2).
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12.1 Introduction

The idea of incorporating Target Identification (ID) information or target attribute measure-
ments into classical (i.e. kinematics-based) tracking filters to improve multitarget tracking
systems is not new and many approaches have been proposed in the literature over the last
fifteen years. For example, in [14, 15, 21] an improved PDAF (Probabilistic Data Association
Filter) had been developed for autonomous navigation systems based on Target Class ID and
ID Confusion matrix, and also on another version based on imprecise attribute measurements
combined within Dempster’s rule. At the same time Lerro in [20] developed the AI-PDAF
(Amplitude Information PDAF). Since the nineties many improved versions of classical track-
ing algorithms like IMM, JPDAF, IMM-PDAF, MHT, etc. including attribute information
have been proposed (see [12] and [6] for a recent overview). Recent contributions have been
done by Blasch and al. in [7-10, 31] for Group Target Tracking and classification. In last two
years efforts have been done also by Hwang and al. in [17-19]. We recently discovered that the
Hwang’s MTIM (Multiple-target Tracking and Identity Management) algorithm is very close to
our Generalized Data Association GDA-MTT. The difference between MTIM and GDA-MTT
lies fundamentally in the Attribute Data Association procedure. MTIM is based on MAJPDA
(Modified Approximated JPDA) coupled with RMIMM (Residual-mean Interacting Multiple
Model) algorithm while the GDA-MTT is based on GNN (Global Nearest Neighbour) approach
for data association incorporating both kinematics and attribute measurements (with more so-
phisticated fusion rules dealing with fuzzy, imprecise and potentially highly conflicting target
attribute measurements), coupled with standard IMM-CMKF (Converted Measurement Kalman
Filter) [1, 5, 23]. The last recent attempt for solving the GDA-MTT problem was proposed by
Bar-Shalom and al. in [6] and expressed as a multiframe assignment problem where the multi-
frame association likelihood was developed to include the target classification results based on
the confusion matrix that specifies the prior accuracy of the target classifier. Such multiframe
s-D assignment algorithm should theoretically provide performances close to the optimality for
MTT systems but remains computationally greedy. The purpose of this chapter is to compare
the performances of several fusion rules usable into our new GDA-MTT algorithm based on
a difficult MTT scenario with eleven closely spaced and maneuvering in some regions targets,
belonging only to two classes within clutter and with only 2D kinematical measurements and
attribute measurement.

This chapter is organized as follows. In section 12.2 we present our approach for GDA-
MTT algorithm emphasizing only on the new developments in comparison with our previous
GDA-MTT algorithm, developed in [26, 29]. In our previous works, we proved the efficiency of
GDA-MTT (in term of Track Purity Performance) based on the DSm Hybrid rule of combination
over the GDA-MTT based on Dempster’s rule but also over the KDA-MTT (Kinematics-only-
based Data Association) trackers on simple two targets scenarios (with and without clutter). In
section 12.3 we remind the main fusion rules we investigate for our new GDA-MTT algorithm.
Most of these rules are well-known in the literature [24, 26], but the PCR5, TCN and SAC
rules presented here, which are really new ones, were recently proposed in [16, 27, 28, 30].
Due to space limitations, we assume that the reader is familiar with basics on Target Tracking
[2-5, 11, 12], on DST [25] and on DSmT [26] for fusion of uncertain, imprecise and possibly
highly conflicting information. Section 12.4 presents and compares several Monte Carlo results
for different versions of our GDA-MTT algorithm based on the fusion rules proposed in section
12.3 for a particular MTT scenario. Conclusion is given in section 12.5.
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12.2 General principle of GDA-MTT

Classical target tracking algorithms consist mainly in two basic steps: data association to as-
sociate proper measurements (usually kinematics measurement z(k) representing either posi-
tion, distance, angle, velocity, acceleration, etc.) with correct targets and track filtering to
estimate and predict the state of targets once data association has been performed. The
first step is very important for the quality of tracking performance since its goal is to asso-
ciate correctly (or at least as best as possible) observations to existing tracks (or eventually
new born targets). The data association problem is very difficult to solve in dense multi-
target and cluttered environment. To eliminate unlikely (kinematics-based) observation-to-
track pairings, the classical validation test is carried on the Mahalanobis distance d?(i,j) =
(z;(k) — 2i(k|k — 1))'S™Y(k)(zj (k) — 2;(k|k — 1)) < 7 computed from the measurement z; (k)
and its prediction z;(k|k — 1) computed by the tracker of target i (see [2] for details). Once
all the validated measurements have been defined for the surveillance region, a clustering pro-
cedure defines the clusters of the tracks with shared observations. Further the decision about
observation-to-track associations within the given cluster with n existed tracks and m received
measurements is considered. The Converted Measurement Kalman Filter coupled with a clas-
sical IMM (Interacting Multiple Model) for maneuvering target tracking is used to update the
targets’ state vectors.

This new GDA-MTT improves data association process by adding attribute measurements (like
amplitude information or RCS (radar cross section)), or eventually as in [6] Target ID de-
cision coupled with confusion matrix, to classical kinematical measurements to increase the
performance of the MTT system. When attribute data are available, the generalized (kine-
matics and attribute) likelihood ratios are used to improve the assignment. The GNN ap-
proach is used in order to make a decision for data association. Our new GDA approach
consists in choosing a set of assignments {x;;}, for ¢ = 1,...n and j = 1,...,m, that as-
sures maximum of the total generalized likelihood ratio sum by solving the classical assign-
ment problem min} 7, >, a;x;; using the extended Munkres algorithm [13] and where
a;j = —10g(LRyen(1,7)) with LRgen(i,j) = LRy (4,5)LR4(i, ), where LRy(i,j) and LR, (i,j)
are kinematics and attribute likelihood ratios respectively, and

{1 if measurement j is assigned to track i
Xij =

0 otherwise

and where the elements a;; of the assignment matrix A = [a;;| take the following values [22]:

00 if d; > v
7 |~ log(LRy(i,j)LRa(i,5))  if dF <~

The solution of the assignment matrix is the one that minimizes the sum of the chosen elements.
We solve the assignment problem by realizing the extension of Munkres algorithm, given in [13].
As a result one obtains the optimal measurements to tracks association. Once the optimal
assignment is found, i.e. the (what we feel) correct association is available, then standard
tracking filter is used depending on the dynamics of the target under tracking. We will not recall
classical tracking filtering methods here which can be found in many standard textbooks [5, 12].
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12.2.1 Kinematics Likelihood Ratios for GDA

The kinematics likelihood ratios LRy (i, j) involved into a;; are quite easy to obtain because they
are based on classical statistical models for spatial distribution of false alarms and for correct
measurements [5]. LRy(i,7) is evaluated as LRy (i,7) = LFte(?,J)/LF taise Where LF e iS
the likelihood function that the measurement j originated from target (track) ¢ and LF'gse the
likelihood function that the measurement j originated from false alarm. At any given time k,
LFye is defined! as LF e = Y ) pu(k)LEF (k) where r is the number of the models (in our
case of two nested models r = 2 is used for CMKF-IMM), 1;(k) is the probability (weight) of the
model [ for the scan k, LF (k) is the likelihood function that the measurement j is originated
from target (track) i according to the model [, i.e. LF (k) = — 1 ~di(i)/2, LF¢ee 1S

2my/[S! (k)|

defined as LF'tjse = Prq /Ve, where Py, is the false alarm probability and V. is the resolution
cell volume chosen as in [6] as V.. = []1*; V/12R;;. In our case, n, = 2 is the measurement vector
size and R;; are sensor error standard deviations for azimuth  and distance D measurements.

12.2.2 Attribute Likelihood Ratios for GDA

The major difficulty to implement GDA-MTT depends on the correct derivation of coefficients
a;j, and more specifically the attribute likelihood ratios LR, (i, j) for correct association between
measurement j and target ¢ based only on attribute information. When attribute data are
available and their quality is sufficient, the attribute likelihood ratio helps a lot to improve
MTT performance. In our case, the target type information is utilized from RCS attribute
measurement through fuzzification interface proposed in [29]. A particular confusion matrix is
constructed to model the sensor’s classification capability. This work presents different possible
issues to evaluate LR,(7,j) depending on the nature of the attribute information and the fusion
rules used to predict and to update each of them. The specific attribute likelihood ratios are
derived within both DSmT and DST frameworks.

12.2.2.1 Modeling the Classifier

The way of constructing the confusion matrix is based on some underlying decision-making
process based on specific attribute features measurements. In this particular case, it is based
on the fuzzification interface, described in our previous work [26, 29]. Through Monte Carlo
simulations, the confusion matrix for two different average values of RCS is obtained, in terms of
the first frame of hypotheses ©; = {(S)mall, (B)ig}. Based on the fuzzy rules, described in [29],
defining the correspondence between RCS values and the respective targets’ types, the final
confusion matrix T = [t;;] in terms of the second frame of hypotheses ©5 = {(F)ighter, (C)argo}
is constructed. Their elements ¢;; represent the probability to declare that the target type is i
when its real type is j. Thus the target’s type probability mass vector for classifier output is
the j-th column of the confusion matrix T. When false alarms arise, their mass vector consists
in an equal distribution of masses among the two classes of targets.

12.2.2.2 Attribute Likelihood Ratio within DSmT

The approach for deriving LR,(i,7) within DSmT is based on relative variations of pignistic
probabilities [26] for the target type hypotheses, H; (j = 1 for Fighter, j = 2 for Cargo)

Lwhere indexes i and j have been omitted here for LF notation convenience.
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included in the frame ©5 conditioned by the correct assignment. These pignistic probabilities
are derived after the fusion between the generalized basic belief assignments of the track’s old
attribute state history and the new attribute/ID observation, obtained within the particular
fusion rule. It is proven [26] that this approach outperforms most of the well-known ones for
attribute data association. It is defined as:

_ | Ai(P|Z) — AP Z =T) |

5,(P*) = AR =T (12.1)

where

" | P, (Hj)—Pr. (Hj)|
A(Pr|z) = x2, PG

o |Ph g (H))~Pf (H))

A{(P*Z =T)) = 2 s

i.e. Aj(P*|Z =T;) is obtained by forcing the attribute observation mass vector to be the same
as the attribute mass vector of the considered real target, i.e. mz(.) = mq;(.). The decision
for the right association relies on the minimum of expression (12.1). Because the generalized
likelihood ratio LR ey, is looking for the maximum value, we define the final form of the attribute
likelihood ratio to be inversely proportional to the ¢;(P*) with ¢ defining the number of the track,
ie. LRy(1,7) = 1/6;(P*).

12.2.2.3 Attribute Likelihood Ratio within DST

LR,(i,7) within DST is defined from the derived attribute likelihood function proposed in [3, 12].
If one considers the observation-to-track fusion process using Dempster’s rule, the degree of
conflict k;; is computed as the assignment of mass committed to the conflict, i.e. m((). The
larger this assignment is, the less likely is the correctness of observation j to track ¢ assignment.
Then, the reasonable choice for the attribute likelihood function is LHF;; = 1 — k;;. The
attribute likelihood function for the possibility that a given observation j originated from the
false alarm is computed as LHF ¢, ; = 1 — ky, ;. Finally the attribute likelihood ratio to be
used in GDA is obtained as LR,(i,j) = LHF; ;/LHF, ;.

12.3 Fusion rules proposed for GDA-MTT

Imprecise, uncertain and even contradicting information or data are characteristics of the real
world situations and must be incorporated into modern MTT systems to provide a complete
and accurate model of the monitored problem. On the other hand, the conflict and paradoxes’
management in collected knowledge is a major problem especially during the fusion of many
information sources. Indeed the conflict increases with the number of sources or with the num-
ber of processed scans in MTT. Hence a reliable issue for processing and/or reassigning the
conflicting probability masses is required. Such a situation involves also some decision-making
procedures based on specific data bases to achieve proper knowledge extraction for a better
understanding of the overall monitored problem. It is important and valuable to achieve hi-
erarchical extraction of relevant information and to improve the decision accuracy such that
highly accurate decisions can be made progressively. There are many valuable fusion rules in
the literature to deal with imperfect information based on different mathematical models and
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on different methods for transferring the conflicting mass onto admissible hypotheses of the
frame of the problem. DST [24, 25] was the first theory for combining uncertain information
expressed as basic belief assignments with Dempster’s rule.

Recently, DSmT [26] was developed to overcome the limitations of DST (mainly due to the
well-known inconsistency of Dempster’s rule for highly conflicting fusion problem and the limi-
tations of the Shafer’s model itself) and for combining uncertain, imprecise and possibly highly
conflicting sources of information for static or dynamic fusion applications. DSmT is actually
a natural extension of DST. The major differences between these two theories is on the nature
of the hypotheses of the frame © on which are defined the basic belief assignments (bba) m(.),
i.e. either on the power set 29 for DST or on the hyper-power set (Dedekind’s lattice., i.e. the
lattice closed by N and U set operators) D® for DSmT. Let’s consider a frame © = {6;,...,6,}
of finite number of hypotheses assumed for simplicity to be exhaustive. Let’s denote G© the
classical power set of O (if we assume Shafer’s model with all exclusivity constraints between
elements of ©) or denote G® the hyper-power set D® (if we adopt DSmT and we know that
some elements can’t be refined because of their intrinsic fuzzy and continuous nature). A basic
belief assignment m(.) is then defined as m : G® — [0, 1] with m(f) = 0 and 3 ycge m(X) = 1.
The differences between DST and DSmT lie in the model of the frame © one wants to deal with
but also in the rules of combination to apply. Recently in [30] the authors propose to connect
the combination rules for information fusion with particular fuzzy operators, focusing on the
T-norm based Conjunctive rule as an analog of the ordinary conjunctive rule of combination. It
is especially because the conjunctive rule is appropriate for identification problems, restricting
the set of hypotheses one is looking for. A new fusion rule, called Symmetric Adaptive Combi-
nation (SAC) rule, has been recently proposed in [16] which is an adaptive mixing between the
disjunctive and conjunctive rule.

The main fusion rules we have investigated in this work, already presented in details in Chapter
1 of this volume and in [26], are: Dempster’s rule, Yager’s rule, Dubois & Prade’s rule, Hybrid
DSm fusion rule, and PCR5 fusion rule. Moreover the two following fusion rules have been also
tested and analyzed in this work:

e T-Conorm-Norm fusion rule

The TCN (T-Conorm-Norm) rule represents a new class of combination rules based on
specified fuzzy T-Conorm/T-Norm operators. It does not belong to the general Weighted
Operator Class. This rule takes its source from the T-norm and T-conorm operators
in fuzzy logics, where the AND logic operator corresponds in information fusion to the
conjunctive rule and the OR logic operator corresponds to the disjunctive rule. The
general principle of the new TCN rule developed in [30] consists in the following steps :

— Step 1: Defining the min T-norm conjunctive consensus: The min T-norm conjunc-

tive consensus is based on the default min T-norm function. The way of association
between the focal elements of the given two sources of information is defined as
X = X; N Xj, and the degree of association is as follows:

ﬁ’L(X) — min {ml(XZ), mg(X])}
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where m(X) represents? the mass of belief associated to the given proposition X
by using T-Norm based conjunctive rule. The TCN Combination rule in Dempster
Shafer Theory framework is defined for VX € 2© by the equation:

m(X)= > min{mi(X;), ma(X;)} (12.2)

— Step 2: Distribution of the mass, assigned to the conflict

The distribution of the mass, assigned to the obtained partial conflicts follows in
some degree the distribution of conflicting mass in DSmT Proportional Conflict Re-
distribution Rule 5 [27], but the procedure here is based on fuzzy operators. Let us
denote the two bbas, associated with the information sources in a matrix form:

ma(.) _ mi1(01) mi(02) ma(61U02)
mg() m2(01) m2(02) m2(91 U 92)

The general procedure for fuzzy based PCR5 conflict redistribution is as follows:

* Calculate all partial conflicting masses separately;

x If 61 N6y = @, then 6; and Ay are involved in the conflict; redistribute the
corresponding masses mi2(6; Nf2) > 0 involved in the particular partial conflicts
to the non-empty sets 6; and 2 with respect to the maximum between mq(6;)
and mg(f2) and with respect to the maximum between mq(f2) and may(6;) ;

* Finally, for the given above two sources the min T-Norm conjunctive consensus
yields:

Th(@l) = min(ml(ﬁl), mg(é?l))—i—min(ml(ﬁl), mo (91U02))+min(m1(«91U02), m2(01))
TNTL(HQ) = min(ml(ﬁg), mg(é?g))—i—min(ml(ﬁg), mo (91U02))+min(m1(«91U02), mg(eg))
m(&l U 92) = min(m1(91 U 92),m2(91 U (92))

x The basic belief assignment, obtained as a result of the applied TCN rule with

fuzzy based Proportional Conflict Redistribution Rule 5 becomes:

min(mq (62), m2(601))
max (m1 (62), ma(61))

min(mq (601), m2(02))
max (mq(01), ma(62)) tmafr)x

mpcrs(01) = m(61)+mq(61)x

min(mq(62), ma(01))
max(mq(62), m2(01))

min(m;y(01), ma(62))
(111 (1) 11(62)) +m1(f2)x

mpcrs(02) = m(02)+ma(f2)x

2We introduce in this chapter the over-tilded notation for masses to specify that the masses of belief are
obtained with fuzzy T-norm operator.
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— Step 3: Normalization of the result:
The final step of the TCN rule concerns the normalization procedure:

- m X
mpcrs(X) = pors(X)

> x 20 Mmpors(X)
X € 2°

The nice features of the new rule could be defined as: very easy to implement, satisfying
the impact of neutrality of Vacuous Belief Assignment; commutative, convergent to idem-
potence, reflecting majority opinion, assuring an adequate data processing in case of total
conflict.

e Symmetric Adaptive Combination rule

The generic adaptive combination rule (ACR) is a mixing between the disjunctive and
conjunctive rule and it is defined by macr(A) = 0 and VA € 2° by:

macr(A) = a(kiz).my(A) + B(ki2).mn(4) ,

where o and 3 are functions of the conflict k19 = mn(@) from [0, 1] to [0, +00]. macr(.)
must be a normalized bba(assuming a closed world) and a desirable behavior of ACR is
that it should act more like the disjunctive rule whenever kj2 — 1 (at least one source
is unreliable), while it should act more like the conjunctive rule, when k12 — 0 (both
sources are reliable). The three following conditions have to be satisfied by the weighting
functions « and G:

— C1: « is increasing with a(0) = 0 and «(1)
— C2: (3 is decreasing with 5(0) = 1 and (1)
— C3: a(kz) =1 (1 = ki2)B(k12).

)

1
0;

A symmetric AC (SAC rule) with symmetric weightings for mn(.) and my(.) is defined
by msac(@) =0 and VA € 2° by:

msac(A) = ag(ki2). mu(A) + Bo(ki2).mn(A) ,

where .
12
ag(kpp) = ——;
o) = T L
kig) = ————— .
ﬁO( 12) 1— klg T k%2

12.4 Simulation scenario and results

12.4.1 Simulation scenario

The simulation scenario (Fig.12.1) consists of eleven air targets with only two classes. The
stationary sensor is located at the origin. The sampling period is Ts.qn, = 5 sec and measurement
standard deviations are 0.3 deg and 100 m for azimuth and range respectively. The targets go
from West to East in three groups with the following type order CFCFCFCFCFC (F=Fighter,
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C=Cargo) with constant velocity 100m/sec. The first group consists of three targets (CFC)
moving from North-West with heading 120 degrees from North. At scan number 15th the group
performs a maneuver with transversal acceleration 5.2m/s? and settles towards East, moving in
parallel according to X axis. The second group consists of five closely spaced targets (FCFCF)
moving in parallel from West to East without maneuvering. The third group consists of three
targets (CFC) moving from South-West with heading 60 degrees from North. At scan number
15th the group performs a maneuver with transversal acceleration —5.2m/s? and settles towards
East, moving in parallel according to X axis. The inter-distance between the targets during
scans 17th - 48th (the parallel segment) is approximately 300 m. At scan number 48th the
first and the third group make new maneuvers. The first one is directed to North-East and
the second - to South-East. Process noise standard deviations for the two nested models for
constant velocity IMM are 0.1m/s* and 7m/s® respectively. The number of false alarms (FA)
follows a Poisson distribution and FA are uniformly distributed in the surveillance region.
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Figure 12.1: Multitarget Scenario with eleven targets

Monte Carlo simulations are made for two different average values of Radar Cross Section in or-
der to obtain the confusion matrix in terms of the first frame of hypotheses ©1 = {Small, Big}.
According to the fuzzy rules in [26, 29], defining the correspondence between Radar Cross Sec-
tion values and the respective targets’ types, the confusion matrix in terms of the second frame
of hypotheses ©9 = {Fighter, Cargo} is constructed. The two simulation cases correspond to
the following parameters for the probability of target detection, the probability of false alarms
and the confusion matrices:

) Case 1: Pd = 10’ Pfa _ 00, Tl — I:ggg? 8882]

e Case 2: Py =0.98, Py, = le ™, Ty = [0.95 0.05}

0.05 0.95
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12.4.2 Simulation results

In this section we present and discuss the simulation results for 100 Monte Carlo runs. The
evaluation of fusion rules’ performance is based on the criteria of tracks’ purity, tracks’ life,
percentage of miscorrelation and variation of pignistic entropy in confirmed tracks’ attribute
states. Track’s purity criteria examines the ratio between the number of particular performed
(observation j-track i) associations (in case of detected target) over the total number of all
possible associations during the tracking scenario. Track’s life is evaluated as an average number
of scans before track’s deletion. The track deletion is performed after the a priori defined number
(in our case it is assumed to be 3) of incorrect associations or missed detections. The percentage
of miscorrelation examines the relative number of incorrect (observation-track) associations
during the scans. The results for GDA are obtained by different fusion rules. Relying on our
previous work [26, 29], where the performance of DSm Classic and DSm Hybrid rules were
examined, in the present work the attention is directed to the well-known Dempster’s rule,
Yager’s, Dubois & Prade’s, and especially to PCR5 and the new TCN and SAC rules. From
results presented in Tables 12.1-12.4 in next sections, it is obvious that for both cases 1 and 2
the track’s purity and tracks’ life in the case of KDA-MTT are significantly lower with respect
to all GDA-MTT, and a higher percentage of miscorrelation is obtained with KDA-MTT than
with GDA-MTT. The figures 12.2 and 12.3 show typical tracking performances for KDA-MTT
and GDA-MTT systems.
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Figure 12.2: Typical performance with KDA-MTT

12.4.2.1 Simulation results for case 1

Case no. 1 is characterized by maximum probability of target detection, P; = 1, probability of

0.995 0.005]' The problem

false alarms Py, = 0, and well defined confusion matrix: 77 = [0'005 0.995
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Figure 12.3: Typical performance with GDA-MTT

consists in the proximity of the targets (inter-distance of 300 m) with bad sensor distance
resolution (op = 100m). It results in cross-associations. The Monte Carlo results on track
purity based on KDA-MTT and on GDA-MTT (based on PCR5, Dempster’s (DS), Yager’s
(Y),Dubois & Prade’s (DP) rule (DP) rules®, DSmH) rule and the new TCN and SAC fusion
rules) are given in Table 12.1. Each number of the table gives the ratio of correct measurement-
target association for a given target and a given MTT algorithm and the last row of the table
provides the average purity performance for all targets and for each algorithm.

One can see that the corresponding fields for results obtained via Dempster’s rule of combination
are empty (see Tables 12.1-12.4). There are two major reasons for this:

1. The case of increasing intrinsic conflicts between the fused bodies of evidence (generalized
basic belief assignments of targets’ tracks histories and new observations), yields a poor
targets tracks’ performance. The situation when this conflict becomes unity, is a stressful,
but a real one. It is the moment, when Dempster’s rule produces indefiniteness. The fusion
process stops and the attribute histories of tracking tracks cannot be updated. As a result
the whole tracking process corrupts. Actually in such a case there is a need of an artificial
break and intervention into the real time tracking process, which could cause noncoherent
results. Taking into account all these particularities, we can summarize that the fusion
process within DST is not fluent and cannot be controlled without prior unjustified and
artificial assumptions and some heuristic engineering tricks. As a consequence no one of
the performance criteria cannot be evaluated.

2. In case when in the updated track’s attribute history one of the hypotheses in the frame of

%Yager’s rule, Dubois & Prade’s (DP) rule, DSmH) rule coincide in our example because we are working with
only a 2D specific classes frame ©2. This is normal. In general, Yager’s, DP and DSmH) do no longer coincide
when the cardinality of the frame becomes greater than two.
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the problem is supported by unity, from this point on, Dempster’s rule becomes indifferent
to all observations, detected during the next scans. It means, the track’s attribute history
remains unchanged regardless of the new observations. It is a dangerous situation, which
hides the real opportunity for producing the non-adequate results.

KDA PCR5 TCN SAC DS DSmH/Y/DP/
Ty 04102 0.9971 0.9971 0.9971 - 0.9971
T, 0.3707 0.9966 0.9769 0.9955 - 0.9953
Ty 0.4226 0.9990 0.9793 0.9979 - 0.9978
T, 0.6198 0.9998 0.9703 0.9903 - 0.9903
Ty 0.5826 0.9997 0.9541 0.9902 - 0.9867
Ts 0.5836 1.0000 0.9743 1.0000 - 0.9964
Ty 0.6174 1.0000 0.9500 0.9900 - 1.0000
Tx 0.6774 0.9847 0.9478 0.9671 - 0.9847
Ty 04774 0.9426 0.9478 0.8812 - 0.9410
Ty | 0.4241 0.9543 0.9645 0.7729 - 0.9528
Ty, | 04950 0.9595 0.9581 0.8238 - 0.9595
Average | 0.5164 0.9848 0.9655 0.9460 - 0.9820

Table 12.1: Track’s purity for KDA and GDA-MTT (case 1)

The results of the percentage of track’s life duration and miscorrelation are given in Table 12.2.

Trackers Track Life (%] MisCor %]
KDA-MTT 58.15 48.36
GDA pe gs-MTT 98.75 1.52
GDApen-MTT 97.03 3.45
GDAg40-MTT 95.23 5.40
GDA pg-MTT ) )
GDApe,,/y/pp-MTT 98.52 1.80

Table 12.2: Average Track’s life and Miscorrelations (case 1)

The figure 12.4 shows the average variation of pignistic entropy in tracks’ attribute histories
during the scans, obtained by using different fusion rules (PCR5, TCN, SAC and DSmH/Y /DP).
Looking on the results achieved according to GDA-MTT, it can be underlined that :

1. The tracks’ purity, obtained by PCR5 and DSmH/Y/DP rules outperform the tracks’

purity results obtained by using all other rules. In this 2D frame case based on Shafer’s
model DSmH/Y/DP tracks’ purity results are equal which is normal. The TCN rule leads
to a small (approximately 2 percent) decrease in GDA performance.

. According to Table 12.2, the average tracks’ life and the percentage of miscorrelation

related to the performance of the PCR5 rule are a little bit better than the DSmH /Y /DP,
and outperforms all other rules’ results (approximately with 2 percent for TCN and with
3 percent for SAC rule).

. According to the average values of pignistic entropy, associated with updated tracks’ at-

tribute histories during the consecutive scans (Fig.12.4), one can see that it is character-
ized with small values (for all fusion rules), in the interval [0, 0.05]. The entropy, obtained
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Figure 12.4: Average variation of Pignistic Entropy in tracks’ attribute histories

via PCR5 and SAC rules demonstrates smallest values, approaching zero, following by
DSmH/Y/DP and TCN fusion rules.

12.4.2.2 Simulation results for case 2

0.95 0.05
0.05 0.95
the presence of false alarms and missed target detections significantly degrade the process of
data association even in the case of GDA. But in comparison with KDA, one can see in Table
12.3 that the use of the attribute type information still helps to reduce the cross-associations
and increases the track’s purity performance. PCRS5 rule behaves stable and keeps its best
performance in this difficult case, followed by DSmH/Y/DP, SAC and TCN rules. While in
case 1, the TCN performs very well (following PCR5 and DSmH/Y/DP), in case 2 it shows
poor tracks’ purity results, because of the fuzzy based processing and the confusion matrix’s
influence. The results of tracks’ life duration and miscorrelation are given in Table 12.4.

Case no. 2 (Py = 0.98, Py, = l.e™®, T = { }) is more difficult than case no.1 since

The figure 12.5 shows the average variation of pignistic entropy in tracks’ attribute histories
during the scans, obtained by using different fusion rules (PCR5, TCN, SAC and DSmH/Y /DP)
in case 2.
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KDA PCR5 TCN SAC DS DSmH/Y/DP/
T, 0.3055 0.8138 0.3660 0.3971 - 0.6431
T, 02717 0.7921 0.3219 0.3657 - 0.6252
Ty 0.3338  0.7907 0.3657 0.4024 - 0.6550
T, 05114 0.8778 0.5074 0.6707 - 0.7709
Ts 0.4022 0.8164 0.4071 0.6074 - 0.7209
Ts 0.3712  0.8055 0.4588 0.6298 - 0.6922
T, 0.4069 0.8098 0.4464 0.6043 - 0.6921
Te 0.4545 0.8367 0.4974 0.6179 - 0.7359
Ty 0.7436 0.7436 0.4253 0.4886 - 0.6310
Tio | 0.3040 0.7055 0.3931 0.4397 - 0.6202
Ty, | 03697 0.7621 0.4566 0.5086 - 0.6414
Average | 0.3742  0.7958 0.4223 05211 - 0.6753

Table 12.3: Track’s purity for KDA and GDA-MTT (case 2)

Trackers Track Life (%] MisCor %]
KDA-MTT 45.87 62.58
GDApcprs-MTT 84.26 20.42
GDA7oN-MTT 50.34 57.77
GDAg40-MTT 59.26 47.89
GDA pg-MTT ) )
GDA poy/y/pp-MTT 73.29 32.47

Table 12.4: Average Track’s life and Miscorrelations (case 2)

The variation of pignistic entropy in updated tracks’ attribute histories, based on all fusion rules
starts with peaks, because of the full ignorance, encountered in initial tracks’ attribute states
(initial tracks’ histories). During the next 3-4 scans it decreases gradually and settles in the
interval [0.05 — 0.3]. The pignistic entropies, obtained by PCR5 and SAC rules show smallest
values. It means that in this more difficult case 2, PCR5 and SAC rules lead to results which
are more informative in comparison with the other rules.

12.5 Conclusions

In this paper a comparison of the performances of different fusion rules is presented and com-
pared in order to assess their efficiency for GDA for MTT in highly conflicting situations in
clutter. A model of an attribute type classifier is considered on the base of particular input
fuzzification interface according to the target RCS values and on fuzzy rule base according to
the target type. A generalized likelihood ratio is obtained and included in the process of GDA.
The classification results rely on the confusion matrix specifying the accuracy of the classifier
and on the implemented fusion rules (Dempster’s, Yager’s, Dubois & Prade’s, DSmH), PCRS5,
TCN and SAC). The goal was to examine their advantages and milestones and to improve
association results. This work confirms the benefits of attribute utilization and shows some
hidden drawbacks, when the sources of information remain in high conflict, especially in case
of using Dempster’s rule of combination. In clutter-free environment with maximum of target
detection probability and very good classifier quality, the results, according to the performance
criteria, obtained via PCR5 rule outperform the corresponding results obtained by using all
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Figure 12.5: Average variation of Pignistic Entropy in tracks’ attribute histories

the other combination rules tested. When tracking conditions decrease (presence of clutter,
missed target detections with lower classifier quality), the PCR5 fusion rule still provides the
best performances with respect to other rules tested for our new GDA-MTT algorithm. This
work reveals also the real difficulty to define and to choose an unique or a multiple performance
criteria for the fair evaluation of different fusion rules. Actually the choice of the fusion rule is
in practice highly conditioned by the performance criteria that the system designer considers
as the most important for his application. More efforts on multicriteria-based methods for per-
formance evaluation are under investigations. Further works on GDA-MTT would be to define
some precise benchmark for difficult multitarget tracking and classification scenarios and to see
if the recent MITM approach (i.e. RMIMM coupled with MAJPDA) can be improved by our
new generalized data association method.
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Target Type Tracking with Different
Fusion Rules: A Comparative
Analysis
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Abstract: We analyze the behavior of several combinational rules for temporal/se-
quential attribute data fusion for target type estimation. Our comparative analysis
s based on: Dempster’s fusion rule, Proportional Conflict Redistribution rule no.
5 (PCR5), Symmetric Adaptive Combination (SAC) rule and a new fusion rule,
based on fuzzy T-conorm and T-norm operators (TCN). We show through very sim-
ple scenario and Monte-Carlo simulation, how PCR5, TCN and SAC rules allow
a very efficient Target Type Tracking and reduce drastically the latency delay for
correct Target Type decision with respect to Demspter’s rule. For cases presenting
some short Target Type switches, Demspter’s rule is proved to be unable to detect
the switches and thus to track correctly the Target Type changes. The approach
proposed here is totally new, efficient and promising to be incorporated in real-time
Generalized Data Association - Multi Target Tracking systems (GDA-MTT). The
Matlab source code of simulations is freely available upon request to authors and
part of this code can also be found in [5].

This work is partially supported by the Bulgarian National Science Fund-grants MI-1506/05, EC FP6 funded
project - BIS21++ (FP6-2004-ACC-SSA-2). This chapter is an extended version of [5].
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13.1 Introduction

The main purpose of information fusion is to produce reasonably aggregated, refined and/or
complete granule of data obtained from a single or multiple sources with consequent reasoning
process, consisting in using evidence to choose the best hypothesis, supported by it. Data As-
sociation (DA) with its main goal to partitioning observations into available tracks becomes a
key function of any surveillance system. An issue to improve track maintenance performances
of modern Multi Target Trackers (MTT) [1, 2], is to incorporate Generalized Data! Association
(GDA) in tracking algorithms [15]. At each time step, GDA consists in associating current (at-
tribute and kinematics) measurements with predicted measurements (attributes and kinematics)
for each target. GDA can be actually decomposed into two parts [15]: Attribute-based Data
Association (ADA) and Kinematics-based Data Association (KDA). Once ADA is obtained, the
estimation of the attribute/type of each target must be updated using a proper and an efficient
fusion rule. This process is called attribute tracking and consists in combining information col-
lected over time from one (or more) sensor to refine the knowledge about the possible changes of
the attributes of the targets. We consider here the possibility that the attributes tracked by the
system can change over time, like the color of a chameleon moving in a variable environment.
In some military applications, target attribute can change since for example it can be declared
as neutral at a given scan and can become a foe several scans later; or like in the example
considered in this chapter, a tracker can become mistaken when tracking several closely-spaced
targets and thus could eventually track sequentially different targets observing that way a true
sequence of different types of targets. In such a case, although the attribute of each target
is invariant over time, at the attribute-tracking level the type of the target committed to the
(hidden unresolved) track varies with time and must be tracked efficiently to help to discrimi-
nate how many different targets are hidden in the same unresolved track. Our motivation for
attribute fusion is inspired from the necessity to ascertain the targets’ types, information, that
in consequence has an important implication for enhancing the tracking performance. Combi-
nation rules are special types of aggregation methods. To be useful, one system has to provide
a way to capture, analyze and utilize through the fusion process the new available data (evi-
dence) in order to update the current state of knowledge about the problem under consideration.

Dempster-Shafer Theory (DST) [10] is one of widely used frameworks in target tracking
when one wants to deal with uncertain information and take into account attribute data and/or
human-based information into modern tracking systems. DST, thanks to belief functions, is well
suited for representing uncertainty and combining information, especially in case of low con-
flicts between the sources (bodies of evidence) with high beliefs. When the conflict increases?
and becomes very high (close to 1), Dempster’s rule yields unfortunately unexpected, or what
authors feel, counter-intuitive results [11, 17]. Dempster’s rule also presents difficulties in its
implementation /programming because of unavoidable numerical rounding errors due to the fi-
nite precision arithmetic of our computers.

To overcome the drawbacks of Dempster’s fusion rule and in the meantime extend the domain
of application of the belief functions, we have proposed recently a new mathematical framework,
called Dezert-Smarandache Theory (DSmT) with a new set of combination rules, among them
the Proportional Conflict Redistribution no. 5 which proposes a sophisticated and efficient so-

Data being kinematics and attribute.
ZWhich often occurs in Target Type Tracking problem as it will be shown in the sequel.
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lution for information fusion as it will be shown further. The basic idea of DSmT is to work on
Dedekind’s lattice (called Hyper-Power Set) rather than on the classical power set of the frame
as proposed in DST and, when needed, DSmT can also take into account the integrity con-
straints on elements of the frame, constraints which can also sometimes change over time with
new knowledge. Hence DSmT deals with uncertain, imprecise and high conflicting information
for static and dynamic fusion as well [3, 4, 11].

Recently in [16] the authors propose to connect the combination rules for information fusion
with particular fuzzy operators. These rules take their source from the T-norm and T-conorm
operators in fuzzy logics, where the AND logic operator corresponds in information fusion to
the conjunctive rule and the OR logic operator corresponds to the disjunctive rule. While
the logic operators deal with degrees of truth and false, the fusion rules deal with degrees of
belief of hypotheses. In [16] the focus is on the T-norm based Conjunctive rule as an analog
of the ordinary conjunctive rule of combination. It is appropriate for identification problems,
restricting the set of hypotheses one is looking for. A new fusion rule, called Symmetric Adaptive
Combination (SAC) rule, has been recently proposed in [7] which is an adaptive mixing between
the disjunctive and conjunctive rule. This rule acts more like the disjunctive rule whenever at
least one source is unreliable, while it acts more like the conjunctive rule, when both sources
are reliable. In the next section we present briefly the basics of DST and DSmT. In section
13.3, we present the Target Type Tracking problem and examine four solutions to solve it; the
first solution being based on Dempster’s rule and the next ones based on PCR5, TCN and SAC
rules. In section 13.4, we evaluate all the solutions on a very simple academic but checkable?
example and provide a comparative analysis on Target Type Tracking performances obtained
by Dempster’s, PCR5, TCN and SAC rules. Concluding remarks are given in section 13.5.

13.2 Fusion Rules proposed for Target Type Tracking

13.2.1 Basics on DST and DSmT

Shafer’s model, denoted here M°(0©), in DST [10] considers © = {f1,...,0,} as a finite set of
n exhaustive and exclusive elements representing the possible states of the world, i.e. solutions
of the problem under consideration. © is called the frame of discernment by Shafer. In DSmT
framework [11], one starts with the free DSm model M/ (©) where © = {6y,...,0,} (called
simply frame) is only assumed to be a finite set of n exhaustive elements?. If one includes some
integrity constraints in M7 (0), say by considering 6; and 6, truly exclusive (i.e. 6; N6y = ),
then the model is said hybrid. When we include all exclusivity constraints on elements of O,
M7 (O) reduces to Shafer’s model M%(0) which can be viewed actually as a particular case of
DSm hybrid model. Between the free-DSm model and the Shafer’s model, there exists a wide
class of fusion problems represented in term of DSm hybrid models where © involves both fuzzy
continuous hypothesis and discrete hypothesis.

Based on © and Shafer’s model, the power set of ©, denoted 29, is defined as follows:

30ur Matlab source code is available upon request to help the reader to check by him /herself the validity of
our results. Part of this code can be also found [5].

4The exclusivity assumption is not fundamental in DSmT because one wants to deal with elements which
cannot be refined into precise finer exclusive elements - see [11] for discussion.
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1) 0,6y,...,0, € 2°.
2) If X,Y € 29, then X UY belong to 2°.
3) No other elements belong to 29, except those obtained by using rules 1) or 2).

In DSmT and without additional assumption on © but the exhaustivity of its elements
(which is not a crucial assumption), we define the hyper-power set, i.e. Dedekind’s lattice, D®
as follows:

1’) @,(91,... 0, € D®.
2) If X,Y € D®, then X NY and X UY belong to D®.
3’) No other elements belong to D®, except those obtained by using rules 1°) or 2°).

When Shafer’s model M°(©) holds, D® reduces to the classical power set 2°. Without loss
of generality, we denotes G© the general set on which will be defined the basic belief assignments
(or masses), i.e. G = 29 if Shafer’s model is adopted whereas G® = D® if some other (free or
hybrid) DSm models are preferred depending on the nature of the problem.

From a frame ©, we define a (general) basic belief assignment (bba) as a mapping m(.) :
G° — [0, 1] associated to a given source, say s, of evidence as

ms(0) =0  and Z ms(X) =1 (13.1)
XeG®

ms(X) is the gbba of X committed by the source s. The elements of G having a strictly positive
mass are called focal elements of source s. The set F of all focal elements is the core (or kernel)
of the belief function of the source s.

The belief and plausibility of any proposition X € G© are defined® as:

Bel(X) £ > m(Y)and PI(X) £ > m(Y) (13.2)

YCX YNX#0D
YeGg® YeGg®

These definitions remain compatible with the classical Bel(.) and PI(.) functions proposed
by Shafer in [10] whenever Shafer’s model is adopted for the problem under consideration since
G® reduces to 2°.

13.2.2 Fusion rules

A wide variety of rules exists for combining basic belief assignments [9, 12, 14| and the purpose
of this chapter is not to browse in details all fusion rules but only to analyze and compare the
main ruels used with DST and DSmT approaches (Dempster’s, PCR5, SAC rules) and the TCN
fusion rule. Since these rules have already been presented in details in chapters 1 and 12, they
will not be repeated in this chapter. Our main goal is to show their performance on a very
simple Target Type Tracking example.

5The index of the source has been omitted for simplicity.
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13.3 The Target Type Tracking Problem

13.3.1 Formulation of the problem

The Target Type Tracking Problem can be simply stated as follows:

o Let k =1,2,...,knae be the time index and consider M possible target types T; € © =
{601,...,0} in the environment; for example © = {Fighter, Cargo} and Ty = Fighter,
T, 2 Cargo; or © = {Friend, Foe, Neutral}, etc.

e at each instant k, a target of true type T'(k) € O (not necessarily the same target) is
observed by an attribute-sensor (we assume a perfect target detection probability here).

e the attribute measurement of the sensor (say noisy Radar Cross Section for example) is
then processed through a classifier which provides a decision T;(k) on the type of the
observed target at each instant k.

e The sensor is in general not totally reliable and is characterized by a M x M confusion
matrix

C = [¢ij = P(Ty = T};|True Target Type = T;)]

Question: How to estimate T'(k) from the sequence of declarations obtained from the unreliable
classifier up to time k, i.e. how to build an estimator T'(k) = f(Ty(1),...,T4(k)) of T'(k) ?

13.3.2 Proposed issues

We propose in this work four methods for solving the Target Type Tracking Problem. All meth-
ods assume the same Shafer’s model for the frame of Target Types © and also use the same
information (vacuous belief assignment as prior belief and same sequence of measurements, i.e.
same set of classifier declarations to get a fair comparative analysis). Three of proposed issues
are based on the ordinary combination of belief functions and the fourth - on a new class of
fusion rules, based on particular fuzzy operations.

The principle of our estimators is based on the sequential combination of the current basic
belief assignment (drawn from classifier decision, i.e. our measurements) with the prior bba
estimated up to current time from all past classifier declarations. In the first approach, the
Demspter’s rule is used for estimating the current Target type, while in the next three ap-
proaches we use PCR5, TCN and SAC rules.

Here is how our Target Type Tracker (TTT) works:

a) Initialization step (i.e. k= 0). Select the target type frame © = {6;,...,60)} and set the
prior bba m™(.) as vacuous belief assignment, i.e m™(0; U...U#s) = 1 since one has no
information about the first target type that will be observed.

b) Generation of the current bba mps(.) from the current classifier declaration Ty (k) based
on attribute measurement. At this step, one takes mops(Tu(k)) = cr, k)1, 1) and all the
unassigned mass 1 — mgps(Ty(k)) is then committed to total ignorance 61 U... U 0.
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¢) Combination of current bba mps(.) with prior bba m™(.) to get the estimation of the
current bba m(.). Symbolically we will write the generic fusion operator as @, so that
m(.) = [meps ® m~](.) = [m™ @ meps)(.). The combination @ is done according either
Demspter’s rule (i.e. m(.) = mp(.)) or PCR5, SAC and TCN rules (i.e. m(.) = mpcgs(.),
m(.) = mgacr(.) and m(.) = mpen(.)).

d) Estimation of True Target Type is obtained from m(.) by taking the singleton of ©,
i.e. a Target Type, having the maximum of belief (or eventually the maximum Pignistic
Probability® [11]).

e) set m~(.) =m(.); do k =k + 1 and go back to step b).

13.4 Simulation results

In order to evaluate the performances of all considered estimators and to have a fair comparative
analysis of all fusion rules (Dempster’s, PCR5, TCN and SAC), we did a set of Monte-Carlo
simulations on a very simple scenario for a 2D Target Type frame, i.e. © = {(F)ighter, (C)argo}
for two classifiers, a good one C and a poor one Cy corresponding to the following confusion
matrices:

0.005 0.995

0.35 0.65

C, - [0.995 0.005}

and Co — [0.65 0.35}

In our scenario we consider that there are two closely-spaced targets: one Cargo (C) and
one Fighter(F). Due to circumstances, attribute measurements received are predominately from
one or another, and both target generates actually one single (unresolved kinematics) track.
In the real world, the tracking system should in this case maintain two separate tracks: one
for cargo and one for fighter, and based on the classification, allocate the measurement to the
proper track. But in difficult scenario like this one, there is no way in advance to know the
true number of targets because they are unresolved and that’s why only a single track is main-
tained. Of course, the single track can further be split into two separate tracks as soon as
two different targets are declared based on the attribute tracking. This is not the purpose of
our work however since we only want to examine how work PCR5, TCN, SAC and Dempster’s
rules for Target Type Tracking. To simulate such scenario, a true Target Type sequence (the
groundtruth) over 100 scans was generated according figures 13.1, 13.2, 13.3 and 13.4 below.
The sequence starts with the observation of a Cargo Type (i.e. we call it Type 2) and then the
observation of the Target Type switches onto Fighter Type (we call it Type 1) with different
time step T'[scans] as follows: (Fig.13.1 - T' has a variable number of scans, Fig.13.2 - T' = 10
scans, Fig.13.3 - T' = 5 scans and Fig.13.4 - T' = 3 scans). Our goal is to investigate what is
the behavior of different fusion rules in case of variable switches’ time step and also in cases of
equal switches’ time step, when target type changes appear to be more frequent, or in other
words, to test until which point the proposed fusion rules are able to detect and to adapt to the
occurring type’s changes. As a simple analogy, tracking the target type changes committed to
the same (hidden unresolved) track can be interpreted as tracking color changes of a chameleon
moving in a tree on its leaves and on its trunk.

“We don’t provide here the results based on Pignistic Probabilities since in our simulations the conclusions
are unchanged when working with max. of belief or max. of Pign. Proba.



13.4. SIMULATION RESULTS 329

Our simulation consists of 1000 Monte-Carlo runs and we compute and show in the sequel
the averaged performances of the four fusion rules. At each time step k the decision Ty(k) is
randomly generated according to the corresponding row of the confusion matrix of the classifier
given the true Target Type (known in simulations). Then the algorithm presented in the
previous section is applied. The complete Matlab source code of our simulation is freely available
upon request to authors.

Groundtruth

151

Belief Value

10 20 30 40 50 60 70 80 90 100
Scan Number

Figure 13.1: Sequence of True Target Type, T-variable number of scans

13.4.1 Results for classifier 1

Figures 13.5 - 13.8 show the belief masses, committed to Cargo type, obtained by our Target
Type Trackers based on Demspter’s rule (red curves -x-), PCR5 rule (blue curves -pentagram-),
TCN rule (green curves -diamond-), SAC rule (magenta curves -o-). Figures 13.9 - 13.12 show
the belief masses, committed to Fighter type. The investigations are for periods of target type
switches respectively: figures 13.5 and 13.9 for T-variable time step; figures 13.6 and 13.10 for
T = 10 scans; figures 13.7 and 13.11 for T = 5 scans; figures 13.8 and 13.12 for 7' = 3 scans.
The target type classifier is C'1.

It can be seen that the TTT based on Dempster’s rule and for a very good classifier is unable
to track properly the quick changes of target type. This phenomenon is due to the too long
integration time necessary to the Demspter’s rule for recovering the true belief estimation.

Demspter’s rule presents a very long latency delay (about 8 scans in case of T' = 10 scans)
as we can see during the first type switch when almost all the basic belief mass is committed
onto only one element of the frame. This rule does not provide a symmetric target type esti-
mation - it is evident that graphics representing the estimated probability masses before and
after the switching points are not settled in interval around the expected average value of mass
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Figure 13.2: Sequence of True Target Type, T' = 10 scans
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Figure 13.3: Sequence of True Target Type, T' = 5 scans

m(C) = 0.5. In this case of very good target type classifier SAC rule, followed by PCR5 and

TCN rules can quickly detect the type changes. They properly re-estimate the belief masses,
providing a symmetric type estimation contrariwise to Dempster’s rule. So in this configuration
the TTT based on Demspter’s rule works almost blindly since it is unable to detect the fighter

in most of scans where the true target type is a Fighter.
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Figures 13.5-13.12 show clearly the efficiency of PCR5, SAC and TCN rules with respect to

Demspter’s rule. Comparing the results obtained for 7" with variable time step, 7' = 10scans,
T = 5scans and T' = 3scans, one can make the conclusion, that the processes of reacting and
adapting to the type changes for PCR5, TCN and SAC rules do not depend on the duration of

switching interval. Their behavior is quite stable and effective.
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Figure 13.5: Belief mass for Cargo Type,T-variable step, case 1
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Figure 13.6: Belief mass for Cargo Type, T' = 10 scans, case 1
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Figure 13.7: Belief mass for Cargo Type, T' = 5 scans, case 1
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Figure 13.9: Belief mass for Fighter Type,T-variable step, case 1

Estimation of Belief Assignment for Fighter Type | —*— Groundtruth
151 ——— Demspter’s rule

—o&— SAC rule
—#— PCR5 rule
—<&— TCNPCR5-based rule

Probability Mass, assigned to Fighter m(F)

|
o
o

10 20 30 40 50 60 70 80 90 100
Scan Number

Figure 13.10: Belief mass for Fighter Type, T" = 10 scans, case 1
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Figure 13.11: Belief mass for Fighter Type, T' = 5 scans, case 1
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Figure 13.12: Belief mass for Fighter Type, T' = 3 scans, case 1
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13.4.2 Results for classifier 2

Figures 13.13 - 13.16 show the belief masses, committed to Cargo type, obtained by our Target
Type Trackers based on Demspter’s rule (red curves -x-), PCR5 rule (blue curves -pentagram-),
TCN rule (green curves -diamond-), SAC rule (magenta curves -o-). Figures 13.17 - 13.20 show
the belief masses, committed to Fighter type. The investigations are for periods of target type
switches respectively: figures 13.13 and 13.17 - for T" with variable time step, figures 13.14 and
13.18 - for T' = 10 scans, figures 13.15 and 13.19 - for T' = 5 scans, figures 13.16 and 13.20 - for
T = 3 scans. The target type classifier is C2.

Paradoxically, we can observe that Demspter’s rule seems to work better with a poor clas-
sifier than with a good one, because we can see from the red curves that Dempster’s rule in
that case produces small change detection peaks (with always an important latency delay al-
though). This phenomenon is actually not so surprising and comes from the fact that the
belief mass of the true type has not well been estimated by Dempster’s rule (since the mass
is not so close to its extreme value) and thus the bad estimation of Target Type facilitates
the ability of Dempster’s rule to react to new incoming information and detect changes. An
asymetric Target type estimation is detected as in the case of a very good classifier. When from
Demspter’s rule, one obtains an over-confidence onto only one focal element of the power-set,
it then becomes very difficult for the Dempster’s rule to readapt automatically, efficiently and
quickly to any changes of the state of the nature which varies with the time and this behavior
is very easy to check either analytically or through simple simulations. The major reason for
this unsatisfactory behavior of Dempster’s rule can be explained with its main weakness: coun-
terintuitive averaging of strongly biased evidence, which in the case of poor classifier is not valid.

What is important according to the performances of PCR5, TCN and SAC rule is that in
this case of the poor classifier PCR5 provides the best adaptation to the type changes and
quick re-estimation of probability mass, assigned to corresponding target type. It is followed
by TCN rule. Both of the rules (PCR5 and TCN) provide a symmetric type estimation in
term of probability mass. In the same time SAC rule reacts more slowly than PCR5 and TCN
and demonstrates the bad behavior of Dempster’s rule, providing an asymetric target type
estimation. The process of reacting and adapting to the type changes for PCR5, TCN and SAC
rules do not depend on the duration of switching interval even in the case of considered poor
classifier.
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Figure 13.13: Belief mass for Cargo Type, T-variable step, case 2

Estimation of Belief assignment for Cargo Type | —*— Groundtruth
151 ——— Demspter’s rule

—o&— SAC rule
—#— PCR5 rule
—<— TCNPCR5-based rule

Probability Mass, assigned to Cargo m(C)

_0 .5 1 1 1 1 1 1 1 1 1 J
10 20 30 40 50 60 70 80 90 100

Scan number

Figure 13.14: Belief mass for Cargo Type, T' = 10 scans, case 2
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Figure 13.15: Belief mass for Cargo Type, T' = 5 scans, case 2
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Figure 13.17: Belief mass for Fighter Type, variable step, case 2
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Figure 13.19: Belief mass for Fighter Type, T" = bscans, case 2
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13.5 Conclusions

Four Target Type Trackers (TTT) have been proposed and compared in this chapter. Our
trackers are based on four combinational rules for temporal attribute data fusion for target type
estimation: 1) Dempster’s rule drawn from Dempster-Shafer Theory (DST); 2) Proportional
Conflict Redistribution rule no. 5, PCR5 rule drawn from Dezert-Smarandache Theory (DSmT);
3) new class fusion rule, based on fuzzy T-Conorm and T-Norm operators (TCN); 4) new
Symmetric Adaptive Combination (SAC) rule, drawn as a particular mixture of disjunctive and
conjunctive rules. Our comparative analysis shows through a very simple scenario and Monte-
Carlo simulation that PCR5, TCN and SAC rules allow a very efficient Target Type Tracking,
reducing drastically the latency delay for correct Target Type decision, while Dempster’s rule
demonstrates risky behavior, keeping indifference to the detected target type changes. The
temporal fusion process utilizes the new knowledge in an incremental manner and hides the
possibility for arising bigger conflicts between the new incoming and the previous updated
evidence. Dempster’s rule cannot detect quickly and efficiently target type changes, and thus
to track them correctly. It hides the risk to produce counter-intuitive and non adequate results.
Dempster’s rule and the SAC rule do not provide a symmetric target type estimation. Our
PCR5/TCN/SAC-based Target Type Trackers are totally new, efficient and promising to be
incorporated in real-time Generalized Data Association - Multi Target Tracking systems (GDA-
MTT). The process of reacting and adapting to the type changes for PCR5, TCN and SAC
rules do not depend on the duration of switching interval in both cases - of well defined and of
poor classifier. It provides an important result on the behavior of these three rules with respect
to Dempster’s rule.
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Chapter 14

A DSmT-based Fusion Machine for
Robot’s Map Reconstruction

Xinhan Huang, Xinde Li, Min Wang
Intelligent Control and Robotics Laboratory,
Department of Control Science and Engineering,

Huazhong University of Science and Technology,
Wuhan 430074, China.

Abstract:  Characteristics of uncertainty and imprecision, even imperfection is
presented from knowledge acquisition in map reconstruction of autonomous mobile
robots. Fspecially in the course of building grid map using sonar, this characteristic
of uncertainty is especially servere. Jean Dezert and Florentin Smarandache have
recently proposed a new information fusion theory (DSmT), whose greatest merit is
to deal with uncertainty and conflict of information, and also proposed a series of
proportional conflict redistribution rules (PRC1~PCRS5), therein, presently PCRS
is the most precise rule to deal with conflict factor according to its authors, though
the complexity of computation might be increased correspondingly. In this chapter,
according to the fusion machine based on the theory of DSmT coupled with PCRS,
we not only can fuse information of the same reliable degree from homogeneous
or heterogeneous sensors, but also the different reliable degree of evidential sources
with the discounting theory. Then we established the belief model for sonar grid map,
and constructed the generalized basic belief assignment function (gbbaf). Pioneer IT
virtual mobile Tobot with 16 sonar range finders on itself served as the experiment
platform, which evolves in a virtual environment with some obstacles (discernable
objects) and 3D Map was rebuilt online with our self-developing software platform.
At the same time, we also compare it from other methods (i.e. Probability theory,
Fuzzy theory and Dempster-Shafer Theory (DST)). The results of the comparison
shows the mew tool to have a better performance in map reconstruction of mobile
robot. It also supplied with a foundation to study the Self-Localization And Mapping
(SLAM) problem with the new tool further.
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14.1 Introduction

The study on exploration of entirely unknown environment for intelligent mobile robots has been
a popular and difficult subject for experts in the robotic field for a long time. Robots do not
know the environment around themselves, that is, they have no experienced knowledge about the
environment such as size, shape, layout of the environment, and also no signs such as beacons,
landmarks, allowing them to determine their location about robot within the environment.
Thus, the relation between self-localization and map building for mobile robot is like the chicken
and egg problem [3, 16]. This is because if the mobile robot builds the map of the environment,
then it must know the real position of itself within the environment; at the same time, if the
robot wants to know its own position, then it must have a referenced map of the environment.
Though it is hard to answer this question, some intelligent sensors such as odometer, electronic
compass, sonar detector, laser range finder and vision sensor are installed on the mobile robot
as if a person has perceptive organs.

How to manage and utilize this perceptive information acquired by organs, it’s a new subject
in information fusion, which will play an important role herein. As far as we know, experts
have not yet given a unified expression. Just aiming to the practical field or system, proposed
architecture of control such as hierarchical, concentrative, distributive and composite, and then
according to the different integrated hierarchy, we compared the validity of all kinds of classical
(Probability) and intelligent (Fuzzy, Neural-Networks (NN), Rough Set theory, Dempster-Shafer
theory (DST), etc.) arithmetic. As far as the mobile robot is concerned, the popular arithmetic
of self-localization in an unknown environment relying on interoceptive sensors (odometer, elec-
tronic compass) and exteroceptive sensors (sonar detector, laser range finder and visual sensor)
is Markov location [10] or Monte Carlo location [28]. The map of the environment is built by
applying some arithmetic such as Probability theory, Fuzzy Set theory and DST. The informa-
tion of environment can be expressed as grid map, geometrical feature or topological map, etc.,
where the grid map is the most popular arithmetic expression [8, 9]. In this chapter, a new tool
of the Fusion Machine based on DSmT [5, 6, 22] coupling with PCR5 is introduced to apply
to the map reconstruction of mobile robots. DSmT mentioned here that has been proposed
by Jean Dezert and Florentin Smarandache based on Bayesian theory and Dempster-Shafer
theory [21] recently is a general, flexible and valid arithmetic of fusion. Its largest advantage
is that it can deal with uncertain and imprecise information effectively, which supplies with a
powerful tool to deal with uncertain information acquired by sonar detector in the course of
building the grid map. Moreover, through the rule of PCR5, which is also proposed by Jean
Dezert and Florentin Smarandache [23-25], we can refine and redistribute the conflict mass to
improve the precision and correctness of fusion. The comparison of the new tool from other
methods is done to testify it to have a better performance to solve the puzzle.

14.2 The fusion machine

14.2.1 General principle

At first, here the fusion machine is referred to a theory tool to combine and integrate the
imperfect information without preprocessing it (i.e. filter the information) according to the
different combination rules (i.e. DST, DSmT, etc.). It even redistributes the conflict masses to
other basic belief masses according to the constraints of system using the different redistribution
rules (i.e. PCR1~PCR5, minC [2], WAO [11], etc.). Of course, how to adopt the fusion rule must
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be considered according to the different application. Here we consider the application, and give a
special fusion machine (shown in Fig. 14.1). In Fig. 14.1, k sources of evidences (i.e. the inputs)
provide basic belief assignments over a propositional space generated by elements of a frame
of discernment and set operators endowed with eventually a given set of integrity constraints,
which depend on the nature of elements of the frame. The set of belief assignments need then to
be combined with a fusion operator. Since in general the combination of uncertain information
yields a degree of conflict, say K, between sources, this conflict must be managed by the fusion
operator/machine. The way the conflict is managed is the key of the fusion step and makes
the difference between the fusion machines. The fusion can be performed globally/optimally
(when combining the sources in one derivation step all together) or sequentially (one source after
another as in Fig. 14.1). The sequential fusion processing (well adapted for temporal fusion) is
natural and more simple than the global fusion but in general remains only suboptimal if the
fusion rule chosen is not associative, which is the case for most of fusion rules, but Dempster’s
rule. In this chapter, the sequential fusion based on the PCR5 rule is chosen because PCR5 has
shown good performances in works and because the sequential fusion is much more simple to
implement and to test. The optimal (global) PCR5 fusion rule formula for k sources is possible
and has also been proposed [23] but is much more difficult to implement and has not been
tested yet. A more efficient PCR rule (denoted PCR6) proposed very recently by Martin and
Osswald in [15], which outperforms PCR5, could be advantageously used in the fusion machine
instead PCR5. Such idea is currently under investigation and new results will be reported in
a forthcoming publication. We present in more details in next section the DSmT-based fusion
machine.

Figure 14.1: A kind of sequential fusion machine

14.2.2 Basis of DSmmT

DSmT (Dezert-Smarandache Theory) is a new, general and flexible arithmetic of fusion, which
can solve the fusion problem of different tiers including data-tier, feature-tier and decision-tier,
and even, not only can solve the static problem of fusion, but also can solve the dynamic one.
Especially, it has a prominent merit that it can deal with uncertain and highly conflicting
information [5, 6, 22].
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14.2.2.1 Simple review of DSmT

1) Let © ={6,0q,---,0,}, be the frame of discernment, which includes n finite focal elements
0;(i=1,--- ,n). Because the focal elements are not precisely defined and separated, so that no
refinement of © in a new larger set €2,.r of disjoint elementary hypotheses is possible.

2) The hyper-power set D® is defined as the set of all compositions built from elements of ©
with U and N (© generates D® under operators U and N) operators such that

a) 0)91592)"' )en S DG'
b) If A,B € D®, then ANB € D® and AU B € D°.
¢) No other elements belong to D®, except those obtained by using rules a) or b).

3) General belief and plausibility functions

Let © = {61,02,--- ,0,} be the general frame of discernment. For every evidential source
S, let us define a set of map of m(-) : D® — [0, 1] associated to it (abandoning Shafer’s model)
by assuming here that the fuzzy/vague/relative nature of elements ;(i = 1,--- ,n) can be non-
exclusive, as well as no refinement of © into a new finer exclusive frame of discernment ©,..s is
possible. The mapping m(+) is called a generalized basic belief assignment function if it satisfies

m(0) =0 and Z m(A) =1,

AeD®

then m(A) is called A’s generalized basic belief assignment function (gbbaf). The general belief
function and plausibility function are defined respectively in almost the same manner as within
the DST, i.e.

Bel(4A)= > m(B) (14.1)

Pl(A)= Y m(B) (14.2)

BeD®,BNA#D

4) Classical (free) DSm rule of combination
Let M7(0) be a free DSm model. The classical (free) DSm rule of combination (denoted
(DSmC) for short) for k > 2 sources is given VA # ), andA € D®as follows:

magse)(A) = [m1 @& - & myl(4) = Z Hmi(Xi) (14.3)

14.2.2.2 Fusion of unreliable sources

1) On the necessity of discounting sources

In fact, sources of information are unreliable in real systems due to the sources with different
knowledge and experience. For example, from the point of view of the mobile robots’ sensors,
the metrical precision and resolution with laser range finder are both higher than that with
sonar sensor. Even if they are the same sonar sensors, then they have also different precision
due to the manufacturing and other factors. Under this condition, if we treat data of unreliable
information sources as data of reliable sources to be fused, then the result is very unreliable
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and even reverses. Thus, unreliable resources must be considered, and then DSmT based on
the discounting method [7, 12, 21, 26] does well in dealing with unreliable sensors.
2) Principle of discounting method

Let’s consider k evidential sources of information (S1, Se, ..., Sk), here we work out a uniform
way in dealing with the homogeneous and heterogeneous information sources. So we get the
discernment frame © = {0y,0,--- ,0,}, m(-) is the basic belief assignment, let m;(-) : D® —
[0,1] be a set of maps, and let p; represent reliable degree supported by S; (i = 1,2,...,k),
considering ) 4. pe mi(A) =1, let I; = 61 U U --- U, express the total ignorance, and then
let mlg (I) = 1 — p; + pim;(I;) represent the belief assignment of the total ignorance for global
system (after discounting), and then this is because of existing occurrence of malfunction, that
is, > acpe mi(A) = p;, we assign the quantity 1—p; to the total ignorance again. Thus, the rule
of combination for DSmT based on discounting method with k£ > 2 evidential sources is given as
in the formula (14.3), i.e. the conjunctive consensus on the hyper-power set by mi/lf(@)(@) =0

and VA # () € D®,

k
Moy A =lmi@.comf(A) = > []pmi(X) (14.4)
X1, ,XpeD® =1
X{n-NXp=A

14.2.3 The PCRS5 fusion rule

When integrity constraints are introduced in the model, one has to deal with the conflicting
masses, i.e. all the masses that would become assigned to the empty set through the DSmC
rule. Many fusion rules (mostly based on Shafer’s model) have been proposed [20] for managing
the conflict. Among these rules, Dempster’s rule [21] redistributes the total conflicting mass
over all propositions of 2€ through a simple normalization step. This rule has been the source
of debates and criticisms because of its unexpected/counter-intuitive behavior in some cases.
Many alternatives have then been proposed [20, 22] for overcoming this drawback. In DSmT,
we have first extended the Dubois & Prade’s rule [7, 22] for taking into account any integrity
constraints in the model and also the possible dynamicity of the model and the frame. This first
general fusion rule, called DSmH (DSm Hybrid) rule, consists just in transferring the partial
conflicts onto the partial ignorances!. The DSmH rule has been recently and advantageously
replaced by the more sophisticated Proportional Conflict Redistribution rule no.5 (PCR5).
According to Smarandache and Dezert, PCR5 does a better redistribution of the conflicting
mass than Dempster’s rule since PCR5 goes backwards on the tracks of the conjunctive rule
and redistributes the partial conflicting masses only to the sets involved in the conflict and
proportionally to their masses put in the conflict, considering the conjunctive normal form of
the partial conflict. PCRb5 is quasi-associative and preserves the neutral impact of the vacuous
belief assignment. Since PCRS5 is presented in details in [23], we just remind PCR5 rule for only
two sources?: mpors()) =0 , and for all X € G\ {0},

m2(X)ma(Y m2(X)mi (Y
mrew(X) =)+ 3 T e e e ] 149

'Partial ignorance being the disjunction of elements involved in the partial conflicts.
2A general expression of PCR5 for an arbitrary number (s > 2) of sources can be found in [23].
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where all sets are in canonical form and mi2(X) = > x, v,eqe m1(X1) - ma(X2) corresponds
X10Xq
to the conjunctive consensus on X between the two sources and where all denominators are

different from zero. If a denominator is zero, that fraction is discarded.

0

Figure 14.2: Sketch of the principle of sonar

14.3 Modeling of Sonar Grid Map Building Based on DSmT

Here we mainly discuss a sonar sensor, whose working principle (shown as Fig. 14.2) is: pro-
ducing sheaves of cone-shaped wave and detecting the objects by receiving the reflected wave.
Due to the restriction of sonar physical characteristic, metrical data has uncertainty as follows:
a) Beside its own error of making, the influence of external environment is also very great, for
example, temperature, humidity, atmospheric pressure and so on.

b) Because the sound wave spreads outwards through a form of loudspeaker, and there exists
a cone-shaped angle, we cannot know the true position of object detected among the fan-shaped
area, with the enlargement of distance between sonar and it.

c) The use of many sonar sensors will result in interference with each other. For example,
when the i-th sonar gives out detecting wave towards an object of irregular shape, if the angle
of incidence is too large, the sonar wave might be reflected out of the receiving range of the i-th
sonar sensor or also might be received by other sonar sensors.

d) Because sonar sensors utilize the reflection principle of sound wave, if the object absorbs
most of heavy sound wave, the sonar sensor might be invalid.

Pointing to the characteristics of sonar’s measurement, we construct a model of uncertain
information acquired from grid map using sonar based on DSmT. Here we suppose there are
two focal elements in system, that is, © = {01,02}. Where 6; means grid is empty, #3 means
occupied, and then we can get its hyper-power set D = {(),0; N 0,61, 604,0; U 6y}. Every grid
in environment is scanned k£ > 5 times, each of which is viewed as source of evidence. Then
we may define a set of map aiming to every source of evidence and construct the general basic
belief assignment functions (gbbaf) as follows: m(6;) is defined as the gbbaf for grid-unoccupied
(empty); m(62) is defined as the gbhbaf for grid-occupied; m(60; N #2) is defined as the gbbaf for
holding grid-unoccupied and occupied simultaneous (conflict). m(6; U 63) is defined as the gb-
baf for grid-ignorance due to the restriction of knowledge and present experience (here referring
to the gbbaf for these grids still not scanned presently), it reflects the degree of ignorance of
grid-unoccupied or occupied.

The gbbaf of a set of map m(-) : D® — [0,1] is constructed by authors such as the formulae
(14.6)~(14.9) according to sonar physical characteristics.
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Rpin < p< R < Riyax

(L= (/R if {0 <f<w/? (14.6)

0 otherwise

6—3p1,(p—R)2)\ if Rmin < 1% < R+e€ < Rmaa;
0<0<w/2 (14.7)

0 otherwise

[1 . [2(p7R+26)]2])\ if {Rmzn <p < R< Rz
R

m(@l N (92) = 0<6< w/2 (14.8)
0 otherwise
< p <
tanh(2(p — R))A if RS 0= Hmas
m(6, U (92) = 0<6<w/2 (14.9)

0 otherwise

where A = E(f) = O(0) is given by (see [8] for justification)
1—(20/w)* if 0<16] <w/2
/\:{ (26/w)" it 0<6]<w/ (14.10)

0 otherwise

where p,, in formula (14.7) is defined as an environment adjusting variable, that is, the less the
object is in environment, the greater the variable p, is, and makes the function of m(fs) more
sensitive. Here let p, be one. E(-) and O(:) are expressed as the Effect Function of p, 6 to grid’s
empty or occupancy. In order to insure the sum of all masses to be one, we must renormalize it.
The analysis on the characteristics of gbbaf are shown as Fig. 14.3~Fig. 14.7, when R = 1.5m.

L L L L
0 0.5 1 15 2 25 3

Figure 14.3: m(0;) as function of p given by (14.6)
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Figure 14.4: m(02) as function of p given by (14.7)
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Figure 14.5: m(60; N 63) as function of p given by (14.8)

Seen from Fig. 14.3, m(6;) has a falling tendency with the increasing of distance between
grid and sonar, and has the maximum at R,,;, and zero at R. From the point of view of the
working principle of sonar, the more the distance between them approaches the measured value,
the more that grid might be occupied. Thus the probability that grid indicated is empty is very
low, of course the gbbaf of grid-unoccupied is given a low value.

From Fig. 14.4, m(62) takes on the distribution of Gaussian function with respect to the
addition of distance between them, has the maximum at R, which answers for the characteristic
of sonar acquiring information.

From Fig. 14.5, m(0; N 62) takes on the distribution of a parabola function with respect
to the addition of distance between them. In fact, when m(6;) equals m(f2), m(6; N O2) has
the maximum there. But it is very difficult and unnecessary to find the point of intersection
of the two functions. Generally, we let the position of R — 2¢ replace the point of intersection.
Experience indicates that its approximate value is more rational.
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Figure 14.6: m(60; U 63) as function of p given by (14.9)
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Figure 14.7: X as function of  given by (14.10)

From Fig. 14.6, m(6;U#5) takes on the distribution of the hyperbola function with respect to
the addition of distance between them, and zero at R. This function reflects well the ignorance of
grid information at R < p < Ry,4,- The relation between 6 and A is reflected in Fig. 14.7, where
the more the position of grid approaches the central axis, the greater A becomes, that is, the
greater the contribution to belief assignment is. Otherwise, the lower it is. In short, the general
basic belief assignment functions (gbbaf) entirely fit with the characteristic of sonar acquiring
information. This supplies a theoretic foundation for dealing with uncertain information in grid
map building.

14.4 Sonar Grid Map Building Based on Other Methods

To apply the probability theory and fuzzy set theory to map building, at first, two functions of
uncertainty are introduced. Here the working environment U of robot is separated into m x n
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Figure 14.8: Sketch of the layout of sonars

rectangle grids of same size. Every grid is represented by G;j, U = {Gjj|i € [1,m],j € [1,n]},
according to the reference [29]. Two functions are applied to represent the uncertainty of sonar
as follows:

s 2 3 o
r(6) = 1-21 (&), ifo<g <1259 (14.11)
0, if [0 > 12.5°.
L(p) =1 — (14 tanh(2(p — py)))/2, (14.12)

where 6 represents the angle between the center-axis and the spot (i,7) measured in Fig.
14.2. p, is the pre-defined value, which reflects the smooth transferring point from the certainty
to uncertainty. I'(f) shows that the nearer by center- axis is the spot (i,7), the larger is the
density of the wave. I'(p) shows that the farther away from the sonar is it, the lower is the
reliability, while the nearer by the sonar it is, the higher is the reliability of correct measurement.

1) Probability Theory

Elfes and Moravec [8, 9] firstly represented the probability of the grid occupied by obsta-
cles with probability theory. Then Thrun, Fox and Burgard [27], Olson [17], Romero and
Morales [19] also proposed the different methods of map reconstruction by themselves based on
probability theory. According to the above methods, we give the general description of map
building based on probability theory. To avoid an amount of computation, we suppose that
all grids are independent. For every grid G;j, let s(G;;) = E represent the grid empty, while
5(Gjj) = O represent the grid occupied and P[s(G;;) = E| and P[s(G;;) = O] the probabilities
of these events with the constraint P[s(G;j) = E] 4+ P[s(G;j) = O] = 1. According to the
physical characteristics, the probability model to map the sonar perception datum is given by
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(1=XN)/2, f0<p<R-—2e
1-XN(1-(2+4a)?)]/2, fR-22<p<R-—c¢,
1+XN(1-a?)]/2, fR—e<p<R+e,

1/2, ifp>R+e

Ps(Gij) = O|R] = P[s(p,0) = O|R] =

(14.13)

where N =T'(0) -T'(p) and a = (p — R)/e. Seen from Eq. (14.13), the mapping between the

sonar data and probability answers for the physical characteristics of sonar. For the data out-

side the measurement range, the probability value is 0.5, that is, the uncertainty is the largest.

When the distance between the grid in the range and the sonar is less than the measurement,

the nearer by the sonar it is, the less is the possibility of grid occupied, while the nearer by the
location of the measurement is the grid, and the larger is the possibility of grid occupied.

The fusion algorithm for multi-sensors is given according to the Bayesian estimate as follows:

P[s(Gij) = O|Rgq1] - P[s(Gij) = O|Ry, - -+, Ry]

Y. P[s(Gij) = X|Rgy1] - P[s(Gij) = X|Ry,- -+, Ry]
Xe{E,0}

P[s(Gij) = O|Ry, -+ , Rpq1] =

(14.14)
Remark: In order to make the equation (14.14) hold, we must suppose at the beginning of
map building
VGU eU, P [S(Gw) = E] =P [S(GU) = O] =0.5

2) Fuzzy Set Theory

Map building based on fuzzy logic is firstly proposed by Giuseppe Oriolo et al. [18]; they
define two fuzzy sets W (represents grid empty) and € (represents grid occupied), which of size
all are equal to U, correspondingly, their membership functions are puy and ugq. Similarly, we
can get fuzzy model to map the sonar perception datum.

S (Gy) = N - fulp,R) (14.15)

where

kp, f0<p<R-—¢,
fu(p,R) = kp((R—p)/e)?, if R—e<p<R,
0, ifp>R.

ko, f0<p<R-—¢,
fa(p, R) = kO((R_p)/5)2’ fR—-e<p<R+e,
0, ifp>R
Here, fy(p, R) represents the influence of p, R on the membership py of grid Gyj. fa(p, R)

represents the influence of p, R on the membership uq of grid G;;. kg and ko are constants
with 0 < kg <1 and 0 < ko < 1. X is same as the definition in (14.13). Seen from the Eq.
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(14.15) and (14.16), if the grid has the great possibility of occupation, then the membership is
py small, while the membership uq is great. If the grid is outside the measuring range, then
uwy = 0 and puo = 0. The fusion algorithm for multi-sensors is given according to the union
operator in the fuzzy theory as follow: VX € {¥,Q},

S(R1,-,R S(R1,, S(R Gij S(R1,, S(R
P (@) = R (G O S B (G SR (@), (14.27)

Remark: Initially, we suppose pw(Gij) = pa(Gij) = 0 (VG55 € U). According to membership
of every grid, we can get the final map representation as follows:

M=12nQnANT (14.18)
Here, A=UNQ, I =¥NO. At the same time, the rule of fuzzy intersection is
ping(Gij) = pi(Gij) - 1 (Gig), ¥ Gij € U,
and the rule of fuzzy complementation is
p;(Gij) = 1= pi(Gyg), ¥ Gij € U.

The larger is the membership of G;; belonging to the fuzzy set M, the greater is the possibility
of the grid occupied.

3) Dempster-Shafer Theory (DST)

The idea of using belief functions for representing someone’s subjective feeling of uncertainty
was first proposed by Shafer [21], following the seminal work of Dempster [4] about upper and
lower probabilities induced by a multi-valued mappings. The use of belief functions as an alter-
native to subjective probabilities for representing uncertainty was later justified axiomatically
by Smets [26], who introduced the Transferable Belief Model (TBM), providing a clear and
coherent interpretation of the various concepts underlying the theory.

Let 0; (i = 1,2,...,n) be some exhaustive and exclusive elements (hypotheses) of interest
taking on values in a finite discrete set ©, called the frame of discernment. Let us assume that
an agent entertains beliefs concerning the value of 6;, given a certain evidential corpus. We
postulate that these beliefs may be represented by a belief structure (or belief assignment),
i.e. a function from 2° to [0, 1] verifying Y 4com(A4) = 1 and m()) = 0 for all A C O, the
quantity m(A) represents the mass of belief allocated to proposition ”6; C A”, and that cannot
be allocated to any strict sub-proposition because of lack of evidence. The subsets A of © such
that m(A) > 0 are called the focal elements of m. The information contained in the belief
structure may be equivalently represented as a belief function bel, or as a plausibility function
pl, defined respectively as bel(A) = > pcym(B) and pl(A) = > pr4.9m(B). The quantity
bel(A), called the belief in A, is interpreted as the total degree of belief in A (i.e. in the
proposition 76; C A”), whereas pl(A) denotes plausibility of A, i.e. the amount of belief that
could potentially be transferred to A, taking into account the evidence that does not contradict
that hypothesis.

Now we assume the simplest situation that two distinct pieces of evidence induce two belief
structures my and mso. The orthogonal sum of m, and ms, denoted as m = mq ® my is defined
as:

m(A) =K Y mi(B)ma(C), (14.19)
BNC=A
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Fig 9: Flowchart of procedure of sonar map building based on DSmT

Figure 14.9: Flowchat of procedure of sonar map building based on DSmT and PCR5

Here K = 1— > mi(B)m(C) for A # 0 and m(0) = 0. The orthogonal sum (also
BNC=0
called Dempster’s rule of combination) is commutative and associative. It plays a fundamental

operation for combining different evidential sources in evidence theory. DST as an information
fusion method has been applied to the environment exploration and map reconstruction [1, 13].
This method can assure to have a precise result in fusing the same or different multi-sources
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information from the sensors on the robot. According to the requirement of sonar grid map
building, we need only to consider a simple 2D frame © = {6,605}, where 61 means ”the grid is
empty”, and 5 means "the grid is occupied”, and then we work with basic belief assignments
defined on its power set 2© = {(,61,60,6, U 6y}. According to DST, let mpgr(#) = 0, here
mpst(61) is defined as the basic belief assignment function (bbaf) for grid-empty, mpgr(62) is
defined as the basic belief assignment function (bbaf) for grid-occupied, mpsr (61 U62) is defined
as the basic belief assignment function for grid-ignorance. We may also construct basic belief
assignment function such as mpgr(01) = m(601), mpsr(02) = m(02), mpsr(61U02) = m(0;U6).
bbaf reflects still the characteristics of uncertainty for sonar grip map building in Fig. 14.2.
Though here we define the same bbaf as DSmT, considering the definition of DST must be
satisfied, we must renormalize them while acquiring sonar grid information [13, 14]. The new
basic belief assignment after fusing two evidence sources from the sonar range finders can be
obtained by the combination rule in Eq. (14.19).

14.5 Simulation Experiment

The experiment consists in simulating the autonomous navigation of a virtual Pioneer IT Robot
carrying 16 simulated sonar detectors in a 5000mmx5000mm square array with an unknown
obstacle/object. The map building with sonar sensors on the mobile robot is done from the
simulator of SRIsim (shown in Fig.14.10) of ActivMedia company and our self-developing exper-
imental or simulation platform together. (shown in Fig. 14.11). Here the platform developed
with the tool software of visual c++ 6.0 and OpenGL servers as a client end, which can connect
the server end (also developed by ourselves, which connects the SRIsim and the client). When
the virtual robot runs in the virtual environment, the server end can collect many information
(i.e. the location of robot, sensors reading, velocity .etc) from the SRIsim. Through the proto-
col of TCP/IP, the client end can get any information from the server end and fuse them. The
Pioneer IT Robot may begin to run at arbitrary location; here we choose the location (1500mm,
2700mm) with an 88 degrees angle the robot faces to. We let the robot move at speeds of
transverse velocity 100mm/s and turning-velocity 50degree/s around the object in the world
map plotted by the Mapper (a simple plotting software), which is opened in the SRIsim shown
in Fig. 14.10.

We adopt grid method to build map. Here we assume that all the sonar sensors have the
same reliability. The global environment is divided into 50 x 50 lattices (which of size are same).
The object in Fig. 14.10 is taken as a regular rectangular box. When the virtual robot runs
around the object, through its sonar sensors, we can clearly recognize the object and know its
appearance, and even its location in the environment. To describe the experiment clearly, the
flowchart of procedure of sonar map is given in Fig. 14.9. The main steps of procedure based
on the new tool are given as follows:

1. Initialize the parameters of robot (i.e. initial location, moving velocity, etc.).

2. Acquire 16 sonar readings, and robot’s location, when the robot is running (Here we set
the first timer, of which interval is 100 ms.).

3. Compute ghbaf of the fan-form area detected by each sonar sensor.
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4. Check whether some grids are scanned more than 5 times by sonar sensors (Same sonar in
different location, or different sonar sensors. Of course, here we suppose each sonar sensor

has the same characteristics.)? If ”yes”, then go to next step, otherwise, go to step 2.

5. According to the combination rule and the PCR5 in (14.3) and (14.5) respectively, we can
get the new basic belief masses, and redistribute the conflicting mass to the new basic

belief masses in the order of the sequential fusion, until all 5 times are over.
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6. Compute the credibility/total belief of occupancy bel(f2) of some grids, which have been
fused according to (14.1).

7. Update the map of the environment. (Here we set the second timer, of which interval is
100 ms) Check whether all the grids have been fused? If ”yes”, then stop robot and exit.
Otherwise, go to step 2.

0.8

Figure 14.12: Map reconstruction with DSmT coupling with PCR5 (3D)

Finally, we rebuild the map shown in the Fig. 14.12 (3D) and Fig. 14.13 (2D) with the new
tool. We also rebuild the map by other methods (i.e. probability theory, fuzzy theory, DST) in
Fig. 14.14-Fig. 14.16. Because the other methods are not new, here we don’t give the detailed
steps. If the reader has some interest in them, please refer to their corresponding reference. We
give the result of comparison in Table 14.5. Through the figure and table, it can be concluded
that:

1) In Fig. 14.12, the Z axis shows the Belief of every grid occupied. The value 0 indicates that
the grid is fully empty, and the value 1 indicates that this grid is fully occupied. This facilitates
very much the development of human-computer interface of mobile robot exploring unknown,
dangerous and sightless area.

2) Low coupling. Even if there are many objects in grid map, but there occurs no phenomenon
of the apparently servered, but actually connected. Thus, it supplies with a powerful evidence
for self-localization, path planning and navigation of mobile robot.

3) High validity of calculation. The fusion machine considering the restrained spreading arith-
metic is adopted [29], and overcomes the shortcoming that the global grids in map must be
reckoned once for sonar scanning every time, and improves the validity of calculation.
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Figure 14.13: Map reconstruction with DSmT coupling with PCR5 (2D)

0 0.5 1 1.5 2 25 3 3.5 4 4.5 5

Figure 14.14: Map reconstruction with probability theory (2D)

4) Seen from the Fig. 14.12, the new tool has a better performance than just DSmT in building
map, (see also [13, 14]), because of considering the conflict factor, and redistributing the conflict
masses to other basic belief masses according to the PCR5.

5) Seen from the Table 14.5, Probability theory spends the least time, while Fuzzy theory spends
the most time. But Map reconstruction with probability theory has very low precision and high
mistaken judging rate shown in Fig. 14.14. Though the new tool spends a little more time than
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Figure 14.16: Map reconstruction with DS theory (2D)

probability theory. However, it has very high precision shown in Fig. 14.12 and Fig. 14.13 the
same as the fuzzy theory and very low mistaken judging rate shown in Fig. 14.15. In fact, the
comparison in map building between DST and DSmT have been made in details by us in [13].
Of course, here DST presents high precision and general mistaken rate shown in Fig. 14.16
without considering the PCR rules and other conflict redistribution rules. We don’t compare
the new tool from the fusion machine based on DST coupling with PCR5. Through the analysis
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Probability Theory | Fuzzy Set Theory DST DSmT

Total spent time (ms) 18146 35823 19673 19016
Map precision Very low Very high High Very high
Mistaken rate High Low Medium | Very low

Table 14.1: Comparison of the performances of the different approaches

of comparison among the four tools in Table 14.5, we testify the new tool to play a better role
in map building.

14.6 Conclusion

In this chapter, we have applied a fusion machine based on DSmT coupled with PCR5 for mobile
robot’s map building in a small environment. Then we have established the belief model for
sonar grid map, and constructed the generalized basic belief assignment function. Through the
simulation experiment, we also have compared the new tool with the other methods, and got
much better performances for robot’s map building. Since it is necessary to consider also robot’s
self-localization as soon as the size of environment becomes very large, complex, and irregular,
we are currently doing some research works in Self-Localization And Mapping (SLAM) based
on this new tool which improves the robustness and practicability of the fusion processing. In
conclusion, our study has supplied a shortcut for human-computer interface for mobile robot
exploring unknown environment and has established a firm foundation for the study of dynamic
unknown environment and multi-robots’ building map and SLAM together.
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Reducing DSmT hybrid rule
complexity through optimization of
the calculation algorithm
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Québec, Canada, G1K 7P4.

Abstract: The work covered here had for objective to write a Matlab™ program
able to execute efficiently the DSmT hybrid rule of combination. As we know the
DSmT hybrid rule of combination is highly complex to execute and requires high
amounts of resources. We have introduced a novel way of understanding and treating
the rule of combination and thus were able to develop a Matlab™ program that would
avoid the high level of complexity and resources needs.

15.1 Introduction

The purpose of DSmT [3] was to introduce a theory that would allow to correctly fuse data,
even in presence of conflicts between sources of evidence or in presence of constraints. However,
as we know, the DSmT hybrid rule of combination is very complex to compute and to use in
data fusion compared to other rules of combination [4]. We will show in the following sections,
that there’s a way to avoid the high level of complexity of DSmT hybrid rule of combination
permitting to program it into Matlab™ . An interesting fact to know is that the code developed
and presented in this chapter is the first one known to the authors to be complete and functional.
A partial code, useful for the calculation of the DSmT hybrid rule of combination, is presented
in [3]. However, its function is to calculate complete hyper-power sets, and its execution took us
over a day for |©] = 6. This has made it impossible to have a basis for comparison of efficiency
for our code, which is able to execute a complete DSmH combination in a very short period
of time. We will begin by a brief review of the theory used in the subsequent sections, where
there will be presented a few definitions followed by a review of Dempster-Shafer theory and
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its problem with mass redistribution. We will then look at Dezert-Smarandache theory and its
complexity. It is followed by a section presenting the methodology used to avoid the complexity
of DSmT hybrid rule of combination. We will conclude with a short performance analysis and
with the developed Matlab™ code in appendix.

15.2 Theories

15.2.1 Definitions

A minimum of knowledge is required to understand DSmT, we’ll thus begin with a short review
of important concepts.

o Frame of discernment (©) : © = {01,02,...6,}. It’s the set including every possible
object 0;.

o Power set (2@): represents the set of all possible sets using the objects of the frame of
discernment ©. It includes the empty set and excludes intersections. The power set is
closed under union. With the frame of discernment defined above, we get the power set

29 = {0,{60:},{02},...{0,},{61,62},...{01,62,...0,},...,0}.

e Hyper-power set (D@): represents the set of all possible sets using the objects of the
frame of discernment ©. The hyper-power sets are closed under union and intersection
and includes the empty set. With the frame of discernment © = {01,602}, we get the
hyper-power set D® = {0, {01}, {02} ,{01 N 62}, {0; Ub:}}.

e Belief (Bel(A)): is an evaluation of the minimal level of certainty, or trust, that a set can
have.

e Plausibility (P1(A)): is an evaluation of the maximal level of certainty, or trust, that a set
can have.

e Constraint : a set considered impossible to obtain.

e Basic belief assignment (bba) : m :2® — [0, 1], so the mass given to a set A C O follows
m (A) € [0, 1].

e Core of © (K): The set of all focal elements of O, where a focal element is a subset A of
© such that m(A) > 0.

15.2.2 Dempster-Shafer Theory

The DST rule of combination is a conjunctive normalized rule working on the power set as
described previously. It combines information with intersections, meaning that it works only
with the bba’s intersections. The theory also makes the hypothesis that the sources of evidence
are mathematically independent. The i* bba’s source of evidence is denoted m;. Equation
(15.1) describes the DST rule of combination where K is the conflict. The conflict in DST is
defined as in equation (15.2).
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(mam)(C)=—— S mi(Am(B) vOCO (15.1)
AnB=cC
K= > m(A)my(B) (15.2)
ABCO
ANB=10

15.2.2.1 DST combination example

Let’s consider the case where we have an air traffic surveillance officer in charge of monitoring
readings from two radars. The radars constitute our two sources of evidence. In this case,
both radars display a target with the level of confidence (bba) of its probable identity. Radar
1 shows that it would be an F-16 aircraft (6;) with m; (61) = 0.50, an F-18 aircraft (62) with
m1 (62) = 0.10, one of both with m (61 U 62) = 0.30, or it might be another airplane (63) with
mi (63) = 0.10. Collected data from radars 1 and 2 are shown in table 15.1. We can easily see
from that table that the frame of discernment © = {61, 02,05} is sufficient to describe this case.

The evident contradiction between the sources causes a conflict to be resolved before inter-
preting the results. Considering the fact that the DST doesn’t admit intersections, we’ll have to
discard some possible sets. Also, the air traffic surveillance officer got intelligence information
recommending exclusion of the case {3}, creating a constraint on {#3}. Table 15.2 represents
the first step of the calculation before the redistribution of the conflicting mass.

L (%) [m(d) [ me(4) ]

01} 0.5 0.1
{6} 0.1 0.6
{65} 0.1 0.2
{61,065} 0.3 0.1

Table 15.1: Events from two sources of evidence to combine

As we can see in table 15.2, the total mass of conflict is > m () = 0.59. So among all the
possible sets, 0.59 of the mass is given to (). This would make it the most probable set. Using
equation (15.1) the conflict is redistributed proportionally among focal elements. Results are
given in tables 15.3 and 15.4. Finally, we can see that the most probable target identity is an
F-18 aircraft.

The problem, which was predictable by analytical analysis of equation (15.1), occurs when
conflict (K') get closer to 1. As K grows closer to 1, the DST rule of combination tends to give
incoherent results.

15.2.3 Dezert-Smarandache Theory

Instead of the power set, used in DST, the DSmT uses the hyper-power set. DSmT is thus able
to work with intersections. They also differ by their rules of combination. DSmT developed
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mq (91) mq (92) mq ((93) mq (91 U (92)
0.5 0.1 0.1 0.3

mo (91) 01 01NOy =10 91ﬂ93:@ 01

0.1 0.05 0.01 0.01 0.03

mo (92) N0, =0 | 0 0, N O3 = 0 02

0.6 0.30 0.06 0.06 0.18

m2(93) 01NO3=0 | 03N03=0 | 03=10 (01u92)ﬂ03:®

0.2 0.10 0.02 0.02 0.06

mo (01 U (92) 01 ) ((91 U 02) N3 = 0| 6;U6bs

0.1 0.05 0.01 0.01 0.03

Table 15.2: Results from disjunctive combination of information from table 15.1 before mass
redistribution

my (01) | my(62) | mq(03) | mq (61U 0)
0.5 0.1 0.1 0.3
mo (91) (91 @ @ 91
0.1 19'8.559 0 0 12'8.359
meo (92) @ 92 @ 92
0.6 0 19'8.59 0 1901.%9
ma (03) 0 0 0 0
0.2 0 0 0 0
mo (91 U (92) 01 0 1] 01 U 0y
01 0.05 0.01 0 0.03
1-0.50 1-0.59 1-0.59

Table 15.3: Results from disjunctive combination of information from table 15.1 with mass
redistribution

in [3], possesses twol rules of combination which are able to work around the conflicted mass
redistribution problem:

e Classic DSm rule of combination (DSmC), which is based on the free model M/ (©)

m(C)= Y m(A)my(B) A BeD®VCeD (15.3)

ANB=C

e Hybrid DSm rule of combination (DSmH), which is able to work with many types of
constraints

! Actually more fusion rules based on Proportional Conflict Redistributions (PCR) have been presented in
Part 1 of this book. The implementation of these new PCR rules will be presented and discussed in a forthcoming
publication.
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migs (0) 0.000
mie2 (01) 0.317
mie2 (02) 0.610
mig2 (01 U (92) 0.073

Table 15.4: Final results for the example of DST combination

mae) (A) = ¢ (A) [S1(A) + 52 (A) + S5 (A)] (15.4)
St (A) = Z mq (Xl) mso (XQ) VX1, X9 € D@ (155)
X1NXo=A
SQ (A) = Z mi (Xl)mg (Xg) VXl,XQ c @

[(u(X1)Un(X2))= AV [((u(X1)Uu(X2)) € A(A=I)]
(15.6)

S3(A)= Y mi(X1)ma(Xy) VX1, Xp€D® and XinXp el (157
X1UXs=A

Note that ¢ (A) in equation (15.4) is a binary function resulting in 0 for empty or impossible
sets and in 1 for focal elements. In equation (15.6), u(X) represents the union of all objects
of set X. Careful analysis of equation (15.7) tells us that it’s the union of all objects of sets
X, and X9, when it is not empty. Finally, also from equation (15.6), I; represents the total
ignorance, or the union of all objects part of the frame of discernment. Further information on
how to understand and proceed in the calculation of DSmH is available in subsequent sections.

15.2.3.1 DSmC combination example

This example cannot be resolved by DST because of highly conflicting sources of evidence (K
tends toward 1). Sources’ information shown in table 15.5 gives us, with DSmC, the results
displayed in table 15.6. As we can see, no mass is associated to an empty set since DSmC
is based on free DSm model which does not allow integrity constraints (by definition). Final
results for the present example, given by table 15.7, tell us that the most probable identity of
the target to identify is an hybrid of objects of type 61 and 6-.

15.3 How to avoid the complexity

15.3.1 Simpler way to view the DSmT hybrid rule of combination

First of all, one simple thing to do in order to keep the use of resources at low levels is to
keep only the useful data. For example, table 15.6 shouldn’t be entered as is in a program
but reduced to the equivalent table 15.8. This way, the only allocated space to execute the
calculation is the data space we actually need.
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L (D) [mi(A4) [ me(4) ]

{6, 0.8 0.0
{6, 0.0 0.9
{63} 0.2 0.1
{61,605} 0.0 0.0

Table 15.5: Events from two sources of evidence to combine

my (91) mq (92) mq (93) mq (91 U 92)
0.8 0.0 0.2 0.0

mo (91) 01 01 NbGy | 61 N0 04

0.0 0.00 0.00 0.00 0.00

mo (92) 01Ny | Oy 01N 0O 0

0.9 0.72 0.00 0.18 0.00

meo (93) f1NbO3 | oN03 | 05 ((91 U 92) N 03

0.1 0.08 0.00 0.02 0.00

mo (91 U 92) 04 0- (91 U 92) NOs | 6; UHy

0.0 0.00 0.00 0.00 0.00

Table 15.6: Results from DSmC rule of combination with table 15.1 information

(91) 0.00 ((91 N 02) 0.72 ((91 U 92) 0.00
(92) 0.00 ((91 N 03) 0.08 ((91 U 93) 0.00
(03) 0.02 || (02N 063) 0.18 || (A2 UB3) 0.00
(@) 0.00 (91 N 92) Uz | 0.00 (91 U 92) N O3 | 0.00
(91 Uy U 93) 0.00 (91 N 93) Uébsy | 0.00 (91 U 93) N6y | 0.00
(91 N6y N 93) 0.00 (92 N 93) ué; | 0.00 (92 U 93) N6 | 0.00

Table 15.7: Final results for the example of DSmC combination (migz2)

This is especially important for full explicit calculation of equation (15.4). As the num-
ber of possible objects and/or the number of possible sources of evidence grows, we would
avoid extraordinary increase in resources needs (since the increase follows Dedekind’s sequence
progression in the worst case [3]).

15.3.1.1 Simple procedure for effective DSmH

Instead of viewing DSmH as a mathematical equation, we propose to view it as a procedure.
Table 15.9 displays that procedure. Obviously, it is still equivalent to the mathematical equation,
but this way has the advantage of being very easily understood and implemented. The ease of
its implementation is due to the high resemblance of the procedure to pseudo-code, a common
step in software engineering.
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mq ((91) mq (03)
0.8 0.2
mo ((92) f1Nby | B1N0O3
0.9 0.72 0.18
mo ((93) 01N 0O 03
0.1 0.08 0.02

Table 15.8: Reduced version of table 15.6

Step S1 If (A1 N B2) is a constraint, then continue at step S3,

(01N o) otherwise, the mass m;y (X71)mso (X2) is added to the mass A = (61 N 62).

Step S3 If (A1 U 6s) is a constraint, then continue at step S2,

(01 UBs) otherwise, the mass mj (X1)ma (X2) is added to the mass A = (61 U 65).

Step S2 If (u(X1) Uu (X)) is a constraint, then add mass to Iy,

(u(X1)Uu(Xz)) | otherwise, the mass my (X1)mg (X2) is added to the mass A = (u (X71) Uu (X32)).

Table 15.9: Procedure to apply to each pair of sets (X7, X2) until its combined mass is given to
a set

15.3.2 Notation system used
15.3.2.1 Sum of products

The system we conceived treats information in terms of union of intersections or sum of products.
The sum (ADD) is being represented by union (U), and the product (MULT) by intersection
(N). We have chosen this, instead of product of sums, to avoid having to treat parenthesis. We
could also use the principles developed for logic circuits such as Karnaugh table, Boolean rules,
etc. Here are few examples of this notation:

e 01 NHOyN0O3 = 010,05 = [1,MULT,2,MULT,3]

01Ul U035 =01+ 05+ 03 = [1,ADD,2,ADD,3]

((91 N (92) Uls =005+ 03 = [1, MULT, Q,ADD,?)] = [3,ADD, 1, MULT, 2]

((91 @) (92) N3 = (91 N (93) U ((92 N 93) = 0103 + 0503 = [1, MULT,3,ADD,2, MULT, 3]

((91 Ny N 93) U (94 N (95) = 010503 + 0405 = [1, MULT,2, MULT,3,ADD,4, MULT, 5]

15.3.2.2 Conversion between sum of products and product of sums notation

As we have seen above, we will use the sum of products as our main way of writing sets. However,
as we will later see, we will need to use the product of sums or intersections of unions in some
parts of our system to simplify the calculation process. More specifically, this dual system of
notation, introduced in the last two columns of table 15.10, was done so we would be able to use
the same algorithm to work with the matrix of unions and the matrix of intersections. Table
15.10 thus presents the notation used, accompanied with its equivalent mathematical notation.
We can see in the sum of products notation in table 15.10, that a line represents a monomial of
product type (e.g. 0163) and that lines are then summed to get unions (e.g. 6103 + 62). In the
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product of sums notation, we have the reversed situation where lines represents a monomial of
sum type (e.g. 01 +03) and that lines are then multiplied to get intersections (e.g. 62 (61 + 63)).

| Mathematical | Matlab input/output | Sum of products | Product of sums |
{01} 1] 1 1
{61 U6} [1,ADD,?] ; 1 2
{6162} [1, MULT,2 12 I
{(62) U (61 M 05)} 2,ADD, 1, MULT, 3] f \ B
{(6;U6) N (63U 05)} | — - I ; ; T
{611 62) U (63163)} | [1, MULT,2, ADD,2, MULT, 3] ; ; -
{(62) N (61 U 65)} - - ? 3

Table 15.10: Equivalent notations for events

The difficult part is the conversion step from the sum of products to the product of sums
notation. For the simple cases, such as the ones presented in the first three lines of table 15.10
consist only in changing matrices lines into columns and columns into lines. For simplification
in the conversion process we also use the absorption rule as described in equation (15.8) which
is derived from the fact that (0103) C ;. Using that rule, we can see how came the two last
rows of table 15.10 by looking at the process detailed in equations (15.9) and (15.10).

01+ 6105 = 04 (158)
(91 U (92) N ((92 U 93) = (01 + (92) ((92 + 93) = 0109 + 0103 + 05 + 0205 = 0103 + 65 (15.9)
(01 N (92) U (02 N 03) = 0105 + 05605 = 05 (01 + (93) (15.10)

However, in the programmed Matlab™ code, the following procedure is used and works for
any case. It’s based on the use of DeMorgan’s laws as seen in equations (15.11) and (15.12).
Going through DeMorgan twice let’s us avoid the use of negative sets. Hence, we will still
respect DSm theory even with the use of this mathematical law. The use of absorption rule, as
described in equation (15.8) also helps us achieve better simplification.

AB=A+ B (15.11)

A+ B=AB (15.12)

Here’s how we proceed for the case of conversion from a set in sum of products to a set in
product of sums notation. It’s quite simple actually, we begin with an inversion of operators
(changing additions (U) for multiplications (M) and multiplications for additions), followed by
distribution of products and a simplification step. We then end it with a second inversion
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of operators. Since we have used the inversion two times, we don’t have to indicate the not
operator, (A = A).

Let’s now proceed with a short example. Suppose we want to convert the set shown in
equation (15.13) to a set in product of sums notation. We proceed first as said, with an inversion
of operators, which gives the set in equation (15.14). We then distribute the multiplication as
we did to get the set in equation (15.15). This is then followed by a simplification giving us
equation (15.16), and a final inversion of operators gives us the set in equation (15.17). The
set in equation (15.17) represents the product of sums notation version of the set in equation
(15.13), which is in sum of products. A simple distribution of products and simplification can
get us back from (15.17) to (15.13).

01 + 0205 + 00, (15.13)

(1) (02 +03) (62 + 04) (15.14)
0105+ 01 0 04 + 0, 05 05 + 0, 05 04 (15.15)
0,05 + 0, 05 0, (15.16)

(61 + 65) (01 + 03 + 0,) (15.17)

15.3.3 How simple can it be

We have completed conception of a Matlab™ code for the dynamic case. We've tried to
optimize the code but some work is still necessary. It’s now operational for a restricted body
of evidence and well behaved. Here’s an example of the input required by the system with the
events from table 15.11. We will also proceed with 05 as a constraint making the following
constraints too:

e H1NB;NBO3
e 1 NHy
e OrN03

° ((91 U03) ke

Note that having 0, as a constraint, has an impact on more cases than the enumerated ones
above. In fact, if we obtain cases like 01 U 05 for instance, since 05 is a constraint, the resulting
case would then be 6;. We will have to consider this when evaluating final bba for the result.

As we can see, only focal elements are transmitted to and received from the system. More-
over, these focal elements are all in sum of products. The output also include Belief and Plau-
sibility values of the result.

Notice also that we have dynamic constraints capability, meaning that we can put constraints
on each step of the combination. They can also differ at each step of the calculation. Instead
of considering constraints only at the final step of combination, this system is thus able to
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L (D% [mi(4) [ma(A) [ ms(4) ]

10,) 07 00 0.1
105} 0.0 0.6 0.1
(03} 0.2 0.0 0.5
(0, U0s7 0.0 0.0 0.3
{91 LJ93} 0.0 0.2 0.0
{92 LJ93} 0.0 0.2 0.0
{92 F193} 0.1 0.0 0.0

Table 15.11: Information from three sources

reproduce real data fusion conditions where constraints may vary. Three different cases are
presented here, keeping the same input information but varying the constraints conditions.

Complete commented listing of the produced Matlab™ code is available in the appendix.
For the present section, only the parameters required in input and the output are displayed.

% Example with dynamic constraints kept stable
% INPUT FOR THE MATLAB PROGRAM

number_sources = 3; kind = [’dynamic’];
info(1) .elements = {[1],[3], [2, MULT, 3]}; info(1).masses = [0.7, 0.2, 0.1];
info(2) .elements = {[2],[1, ADD, 3], [2, ADD, 3]}; info(2).masses [0.6, 0.2, 0.2];

info(3) .elements {011, [21, [3], [1, ADD, 2]}; info(3).masses = [0.1, 0.1, 0.5, 0.3];

constraint{1} = {[2], [1, MULT, 2], [2, MULT, 3],...
[1, MULT, 2, ADD, 3, MULT, 2], [1, MULT, 2, MULT, 3]};
constraint{2} = {[2], [1, MULT, 2], [2, MULT, 3],...

[1, MULT, 2, ADD, 2, MULT, 3], [1, MULT, 2, MULT, 3]};

% OUTPUT OF THE MATLAB PROGRAM

DSm hybrid Plausibility Belief

1 : m=0.28800000 1 : m=1.00000000 1 : m=0.82000000

1 MULT 3 : m=0.53200000 1 MULT 3 : m=1.00000000 1 MULT 3 : m=0.53200000
3 : m=0.17800000 3 : m=1.00000000 3 : m=0.71000000

1 ADD 3 : m=0.00200000 1 ADD 3 : m=1.00000000 1 ADD 3 : m=1.00000000

% Example with dynamic constraints applied only once at the end
% CONSTRAINTS INPUT FOR THE MATLAB PROGRAM

{3;
{[21, [1, MULT, 2], [2, MULT, 3],...
[1, MULT, 2, ADD, 2, MULT, 3], [1, MULT, 2, MULT, 3]};

constraint{1}
constraint{2}

% OUTPUT OF THE MATLAB PROGRAM

DSm hybrid Plausibility Belief

1 : m=0.36800000 1 : m=1.00000000 1 : m=0.61000000

1 MULT 3 : m=0.24200000 1 MULT 3 : m=1.00000000 1 MULT 3 : m=0.24200000
3 : m=0.39000000 3 : m=1.00000000 3 : m=0.63200000

% Example with dynamic constraints varying between steps of calculation
% CONSTRAINTS INPUT FOR THE MATLAB PROGRAM
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constraint{1}
constraint{2}

{[2, MULT, 3], [2, ADD, 31};
{[21, [1, MUuLT, 2], [2, MULT, 3],...
[1, MULT, 2, ADD, 2, MULT, 3], [1, MULT, 2, MULT, 31};

% OUTPUT OF THE MATLAB PROGRAM

DSm hybrid Plausibility Belief

1 : m=0.31200000 1 : m=1.00000000 1 : m=0.55400000

1 ADD 3 : m=0.14800000 1 ADD 3 : m=1.00000000 1 ADD 3 : m=1.00000000
1 MULT 3 : m=0.24200000 1 MULT 3 : m=1.00000000 1 MULT 3 : m=0.24200000
3 : m=0.29800000 3 : m=1.00000000 3 : m=0.54000000

15.3.4 Optimization in the calculation algorithm

15.3.4.1 How does it work

Being treated by a vectorial interpreter, our Matlab™ code had to be adapted in consequence.

We have also been avoiding, as much as we could, the use of for and while loops.

Our Matlab™ code was conceived with two main matrices, one containing intersections,
the other one containing unions. The input information is placed into a matrix identified as the
fusion matrix. When building this matrix, our program puts in a vector each unique objects
that will be used, hence defining total ignorance (I;) for the case in input. Each elements of this
matrix is a structure having two fields: sets and masses. Note also that only the first row and
column of the matrix is filled with the input information. The rest of the matrix will contain
the result.

It is easier to proceed with the intersection between two sets A and B using product of sums
and to proceed with the union AU B using sum of products. Because of that, we have chosen to
keep the intersection matrix in the product of sums notation and the union matrix in the sum
of products while working on these matrices separately.

To build the union matrix, we use information from the fusion matrix with the sum of
products notation. The intersection matrix uses the product of sums notation for its construction
with the information from the fusion matrix. However, once the intersection matrix is built, a
simple conversion to the sum of products notation is done as we have described earlier. This
way, data from this table can be compatible with those from the fusion and the union matrices.

Once the basis of the union matrix is defined, a calculation of the content is done by
evaluating the result of the union of focal elements combination my (X;) ma (X;). The equivalent
is done with the intersection matrix, replacing the union with an intersection obviously. Once
the calculation of the content of the intersection matrix completed, it is converted to the sum
of product notation.

The next step consist to fill up the fusion matrix with the appropriate information depending
on the presence of constraints and following the procedure described earlier for the calculation
of the DSmH combination rule.

In the case we want to fuse information from more than two sources, we could choose to fuse
the information dynamically or statically. The first case is being done by fusing two sources at
a time. The latter case considers information from all sources at once. Note however that our
code is only able to proceed with the calculation dynamically for the time being. We will now
proceed step by step with a full example, interlaced with explanations on the procedure, using
the information from table 15.11 and the constraints described in section 15.3.3.
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Table 15.12 gives us the union result from each combination of focal elements from the
first two sources of evidence. The notation used in the case for union matrices is the sum of
products. In the case of table 15.13, the intersection matrix, it is first built in the product of
sums notation so the same calculation algorithm can be used to evaluate the intersection result
from each combination of focal elements from the first two sources of evidence as it was used in
the union matrix. As we’ll see, a conversion to the sum of products notation is done to be able
to obtain table 15.14.

- 2 1 2
. 2 3 3
! 0.6 0.2 0.2
[ 1 (1] 1 ;
| ] |2 | 3] 3
0.7 0.42 0.14 S 014"
(3 ] 2 ] 1] [ 2
I | |3 3] 13 ]
0.2 0.12 0.04 0.04
[ 2 3 [ 2 ] [ 1] [ 2
L L . L 3 . L 3 .
0.1 0.06 0.02 0.02

Table 15.12: Union matrix with bba’s m1, mo information from table 15.11 in sum of products
notation

2 ] [ 1 3 } (2 3
ma
m 06 0.2 0.2
1 1] 1 1
I ] 2 I ] |2 3
0.7 0.42 0.14 0.14
(3 ] (2 ] (3 ] (3 ]
L - L 3 o L - L .
0.2 0.12 0.04 0.04
2 ] 2 ] 2 ] (2 ]
ER 3| ER 3
0.1 0.06 0.02 0.02

Table 15.13: Intersection matrix with bba’s mi, msy information from table 15.11 in product of
sums notation
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We obtained 6503 as a result in the second result cell in the last row of table 15.13 because
the intersection (6 - 03) - (01 + 03) gives us 010203 + 0203 which, following absorption rule, gives
us #o03. The same process occurs on the second result cell in the first row of the same table
where 0 - ((91 + 93) =01+ 60103 = 064.

2 (1] 2
. 2 '3 3
! 0.6 0.2 0.2
1 1 2] 1] 1 2
i ] i | i | 1 3
0.7 0.42 0.14 0.14
B [2 3] R [ 3 ]
0.2 S 012 0.04 0.04
(2 3 (2 3] [2 3] [2 3}
S 0.1 ©0.06 0.02 0.02

Table 15.14: Intersection matrix with bba’s mi,ms information from table 15.11 in sum of
products notation

From the tables 15.12 and 15.14 we proceed with the DSmH and choose, according to con-
straints, from which table the result will come. We might also have to evaluate (u (X1) Uu (X2)),
or give the mass to the total ignorance if the intersection and union matrices’ sets are con-
strained. We've displayed the choice made in the fusion matrix in table 15.15 with these
symbols N (intersection), U (union), u (union of the sum of objects of combined sets), It (total
ignorance). As you will see, we have chosen a case where we have constraints applied at each
step of combination, e.g. when [mi, mg] and when [m; @ mg, ms] are combined.

Table 15.16 is the simplified version of table 15.15 in which sets has been adapted to consider
constraints. It’s followed by table 15.17 which represents the results from the first combination.

As we can see in table 15.15, the first result cell from the first row was obtained from the
union matrix because 67 N 6y is a constraint. Also, the first result cell from the last row was
obtained from the union of the sum of objects of the combined sets because 03M03 is a constraint
in the intersection table (table 15.14) at the same position, so is #2 in the union table (table
15.12).
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2 1 2
oo |3 3
! 0.6 0.2 0.2
1 1] 1 2
R
0.42 0.14 0.14
0.7 5 : :
2 3 3
MR
0.12 0.04 0.04
0.2 ¥ N N
2 1 2
o | BB
0.06 0.02 0.02
0.1 u U U

Table 15.15: Fusion matrix with bba’s mi, ms information from table 15.11 in sum of products
notation

2 1 2
. 2 3 3
! 0.6 0.2 0.2
[1 } 1 1 1 3
0.42 0.14 0.14
0.7 ¥ 5 5
BRI
0.12 0.04 0.04
0.2 ¥ N N
3 1 3
[2 3} 5
01 0.06 0.02 0.02
u U U

Table 15.16: Simplified fusion matrix with bba’s mq, ms information from table 15.11 in sum
of products notation

On the first row of table 15.16, the first result giving us #; is obtained because 6, U 0y = 0
when 6, is a constraint. The same process gave us 61 N 63 in the last cell of the first row. In
that case, we obtained that result having 61 N 65 as a constraint where 0105 + 6105 = 0105. Since
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we have more than two sources and have chosen a dynamic methodology: once the first two
sources combined, we will have to proceed with a second combination. This time, we combine
the results from the first combination mj & mso with the third event from source of evidence ms.

[1] B] | [TU3] | [1N3]

0.56 | 0.28 | 0.02 0.14

Table 15.17: Result of the combination of my and msy from table 15.11

Table 15.18 represents the union matrix from second combination.

1] 2 (3 ] 1
ms 2
my & ma 0.1 0.1 05 © 0.3

1 1] 1] 1] 1

I ] 2 |3 2]

0.56 0.056 0.056 0.28 0.168
3 (1 ] 2 (3 ] ;
3] 3 I 3

0.28 0.028 0.028 0.14 " 0,084
1 3 1] 1 3 3 ] 1

L d 2 L L 2 .

0.14 0.014 0.014 0.07 0.042
1 (1] ; [ 1] ;
| 3 3| 3 13| 3

0.02 0.002 0.002 0.01 " 0,006

Table 15.18: Union matrix with bba’s mi @ msg, m3 information comes from tables 15.11 and
15.15 in sum of products notation

Table 15.19 and 15.20 are the intersection matrix with product of sums and sum of products
notation respectively.
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[ 1] [ 2 ] (3 ] { 1 2 ]
m3

my & ma 01 01 05 0.3

1 1 [ 1 1 1
L - L - L 2 - L 3 -

0.56 0.056 0.056 0.28 0.168
(3 ] 1] 2 ] (3 ] 1 2
I ] 3] 3] I ] 3

0.28 0.028 0.028 0.14 0.084

1 1 ; 1 1

3 3 5 3 3

0.14 0.014 0,014 0.07 0.042

1 3 1 2 3 1 2
I ] 1 3 ] 1 3

0.02 0.002 0.002 0.01 0.006

Table 15.19: Intersection matrix with bba’s mq @ ms, ms information from tables 15.11 and
15.15 in product of sums notation

1] [ 2 ] [ 3 } 1]
ms 2
my ©ma 01 0.1 0.5 03
[ 1 1] 1 2 [ 1 3 } 1]
0.56 0.056 1 0.056 0.28 0.168
[ 3 [1 3] 2 3 3 (1 3
L L o L - L 2 3 -
0.28 0.028 0.028 0.14 0.084
'13] (1 3] 123} [13} (1 3
C0.14 1 0.014 0.014 0.07 1 0.042
1 1 1 2 3 [ 1
|3 1 3 |2 3
0.02 0.002 0.002 0.01 0.006

Table 15.20: Intersection matrix with bba’s mq @ ms, ms information from tables 15.11 and
15.15 in sum of products notation
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Finally we get table 15.21 which consists of the final fusion matrix, table 15.22 which is a
simplified version of 15.21, and table 15.23 which compiles equivalent results giving us the result
of the DSmH for the information from table 15.11 with same constraints applied at each step
of combination.

1] 2 3 1]

& NEERE
e 0.1 0.1 0.5 03
1] 1 1 3 1]
] L | L b
0.056 0.056 0.28 0.168

0.56 A U 5 A
5 1 3 2 3 1 3
{ ] 3 2 3
0.028 0.028 0.14 0.084

0.28 - 0 ; o
{1 3] 1 3 ; 3 1 3 1 3
0.014 0.014 0.07 0.042

0.14 o 0 - N

1

. 1 5 3 1
5 5 2 3
0.02 0.002 0.002 0.01 0.006
N U N N

Table 15.21: Fusion matrix with bba’s mq @ ms, mg information from table 15.11 and 15.15 in
sum of products notation

15.3.5 Performances analysis

Since no other implementation of DSmT on D® is known, we don’t have the possibility of
comparing it. However, we are able to track the evolution of the execution time with the
growth in the number of objects or the number of sources. The same can be done with the
memory requirement. Until another implementation of the DSmH is written, it is the only
pertinent feasible performances analysis. The program usually gives us as output the DSmH
calculation results with plausibility and belief values. However, the tests we have realized were
done on the DSmH alone. The code, which can be found in the appendix, had also to be
modified to output time and size of variables which can undoubtedly affect time of execution
and probably size required by the program.

For the measurement of the time of execution, we have only used the tic toc Matlab™
command between each tested cases. The clear command, which clears variables values, was

also used to prevent Matlab™ from altering execution time by using already existing variables.
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1 2 3 1
m NERRE
my ©ma 01 01 0.5 " 0.3
[ 1 ] 1 1 [ 1 3 } 1
0.056 0.056 0.28 0.168"
0.56 o U : o
{ 5 ] 1 3 3 3 1 3
0.028 0.028 0.14 0.084
0.28 o U - o
{13] {13] [1 3] [13} {13]
0.014 0.014 0.07 0.042
0.14 n U n n
{ ) ] 1 1 3 1
302 0.002 0.002 0.01 0.006
’ n U n n

Table 15.22: Simplified fusion matrix version of table 15.21 in sum of products notation

1] (3] [1Nn3] | [1U3]

0.288 | 0.178 | 0.532 | 0.002

Table 15.23: Final result of DSmH for information from table 15.11

For the size of variable measurements, we have used the whos command at the end of the
file hybrid.m. The program is divided into 22 files, however the main variables are contained
in hybrid.m. Most of the functions of the programmed system calls very few other functions
one into another. We also assume that once Matlab™ leaves a function, it destroys all of its
variables. We considered hence the memory size values obtained within hybrid.m a good lower
estimate of the required memory size.

Note also that the tests were done on a Toshiba Satellite Pro 6100 station which has a
Pentium M 4 running at 1.69 GHz, 2x512 MB of RAM PC2700, and an 80 GB hard drive
running at 7200 rpm.
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15.3.5.1 Execution time vs |O|

Figure (15.1) shows us evolution of the execution time versus the cardinality of © for |©| going
from 3 to 9. Since there are large number of possible testing parameters, we have chosen to
perform the tests in a specific case. It consists of measuring the evolution of the execution time
versus |©| while keeping the number of sources to 5 with the same information provided by each
source for each point. Each source gives a bba with only six focal elements (|| = 6).

We have chosen also to put only six constraints on each point. Moreover, the constraints
are dynamical and applied at each step of combination. As we can see on figure (15.1), time
evolves exponentially with |O].

Figure 15.1: Evolution of execution time (sec) vs the cardinality of ©
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15.3.5.2 Execution time vs Number of sources

Figure (15.2) shows us the evolution of the execution time versus the number of sources going
from 3 to 9. Since there are large number of possible testing parameters, we have chosen to
perform the tests in a specific case. It consists of measuring the evolution of the execution time
versus the number of sources while keeping |O| to 5 with information varying for each source
for each point.

Each source gives a bba with only six focal elements (|| = 6). We have chosen also to put
only six constraints on each point; moreover, the constraints are dynamical and applied at each
step of combination. As we can see on figure (15.2), time also evolves exponentially with the
number of sources.

Figure 15.2: Evolution of execution time (sec) vs the number of sources
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15.3.5.3 Execution time vs |K|

Figure (15.2) shows us evolution of the execution time versus the core dimension or the number
of non-zero masses going from 3 to 9. In this case, we have chosen to perform the tests while
keeping O] to 3 with a fixed number of sources of 5. We have chosen also to put only three
constraints on each step of combination. As we can see on figure (15.3), time evolves almost
linearly with the core dimension.

4.5 ! ! ! ! !

Figure 15.3: Evolution of execution time (sec) vs the cardinality of K
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15.3.5.4 Memory size vs the number of sources or |O)|

Figure (15.4) was realized under the same conditions as the input conditions for the execution
time performance tests. We note that even with an increasing memory requirement, memory
needs are still small. It is, of course, only the requirement for one of the many functions of our
system. However, subdivisions of the code in many functions, the memory management system
of Matlab™ and the fact that we only keep the necessary information to fuse helps keeping it
at low levels. Also, during the tests we have observed in the Windows XP Pro task manager
the amount of system memory used by Matlab™ . We’ve noted the memory use going from 79
MB before starting the test, to a peak usage of 86 MB.

2500 T T T T T

nb. objects

= = == nb. sources

2000

1500

1000

500

Figure 15.4: Evolution of memory size (KB) of hybrid.m workspace vs the number of sources
or O]

We have also tried it once in static mode with a core dimension of 10 from five sources
and ten constraints with three objects in the frame of refinement to see how much memory it
would take. In that simple case, we went from 79 MB (before the test started) to 137 MB (a
peak memory usage during the test). A huge hunger for resources was predictable for the static
calculation mode with the enormous matrix it has to build with all the input information.
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15.3.5.5 Further optimization to be done

Our code’s algorithm is an optimization of the original DSmH calculation process. However,
certain parts of our program remains to be optimized. First of all, the possibility of rejecting
information and transferring it’s mass to total ignorance in the case it’s mass is too small or if we
have too many information should be added. Second point, at many stages of our calculation,
sorting is required. As we know, sorting is one of the most time consuming process in programs
and it’s also the case in our program. We’ve used two for loops for sorting within two other
for loops to go through all the elements of the matrix within the file ordre_grandeur.m. So
as the quantity of information grows, Matlab™ might eventually have problems sorting the
inputted information. The use of an optimized algorithm replacing this part is recommended.
There’s also the possibility of using the Matlab™ command sort with some adaptations to be
able to do the following sorting.

Our required sorting process in ordre_grandeur .mshould be able to sort sets first according
to the sets’ size. Then, for equal sized sets, the sorting process should be able to sort in numerical
order of objects. So the following set : 04 + 010304 + 0503 4+ 0103 should be ordered this way :
04 + 0103 + 02035 + 01030,4. A sorting process is also in use within the file tri.m which is able to
sort matrices or sets. However the sorting process should also be optimized there.

15.4 Conclusion

As we have seen, even with the apparent complexity of DSmH, it is still possible to engineer an
efficient procedure of calculation. Such a procedure enables us to conceive an efficient Matlab™
code. We have conceived such a code that can perform within a reasonable amount of time
by limiting the number of for and while loops exploiting Matlab’s™ vectorial calculation
capabilities. However, even if we have obtained an optimal process of evaluating DSmH, there’s
still work to be done to optimize some parts of our code involving sorting.

Two avenues can be taken in the future. The first one would be to increase optimization
of the actual code, trying to reduce further the number of loops, particularly in sorting. The
second avenue would now be to explore how to optimize and program new combination rules
such as the adaptive combination rule (ACR) [1], and the proportional conflict redistribution
(PCR) rule [1].
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15.7 Appendix: Matlab™code listings

The code listed in this chapter is the property of the Government of Canada, DRDC Valcartier
and has been developed by M.-L. Gagnon and P. Djiknavorian under the supervision of Dominic
Grenier at Laval University, Quebec, Canada.

The code is available as is for educational purpose only. The authors can’t be held responsible
of any other usage. Users of the code use it at their own risks. For any other purpose, users of
the code should obtain an autorization from the authors.

15.7.1 File : aff ensemble.m
Tolo oo ot To oo o oot T Voo o To o ToTo o To ot To To To o to o To To o Fo o To To o o to To o o fo o Voo To fo o to o To fo o to o To fo o Fo Yo To fo fo o Fo To o fo o to Yo

% Description: function displaying elements and mass from a set
)
% info: elements and mass information to display
DT Toto o oo ToTo o o o To To o To o oo T ToTo oo oo o T To To o oo o o To T o oo o T Fo T oo o o o To To T o oo oo To oo oo o T o To oo o o o
function aff_ensemble(info)
%#inbounds
h#trealonly
nl = length(info);
for k =1 : nI
%% displays only the non empty elements
if “isequal(info(k).elements, [])
disp([num2str(info(k).elements) ’ : m=’ num2str(info(k).masses,’%12.8f°)]);
end
end
disp(’ ?)

15.7.2 File : aff matrice.m
Tolo oot To oo o oo to T Yoo o To o To o o To ot To To To ot o To To o Fo o To To fo o to Toto o fo o Voo To fo o to To To fo o to To To o o fo Yo To o fo oo Fo o oo to Yot

% Description: function displaying elements and mass
)
% info: elements and mass information to display
Tolo1oToo oo ToToTo o o ToToTo o o o o fo ToTo oo o o o Jo o To oo o o o o ToTo oo fo o o o ToTo oo o o o Jo To To o oo o o To oo o o o oo To o oo o o o
function aff_matrice(info)
%#inbounds
J#realonly
[m,n] = size(info);
%% go through all the objects
for k=1 :m
for g=1:n
ensemble = info(k,g).elements
for h = 1 : length(ensemble)
disp([num2str (ensemble{h})]);
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end
disp ([ ’m : ’ num2str(info(k,g) .masses,’%6.4f°) 1);
end
end

15.7.3 File : bon_ordre.m

Tt ToToToToToTo ToTo To o To o To o o To oo fo o o oo To o Jo o oo o Fo o To o FoFo o o o Fo o To o o Fo oo oo oo o To o Yoo o o o o o To o Yo Fo o o o o o o o o
% Description: function ordering vectors in sets

yA

% ensembleN, ensembleM : two sets in which we have to see if some values

% are identical, if so, they must be put at the same position

yA

% ensembleNOut, ensembleMOut : output vector

Dot ToToToToToTo To o To o To o To o Jo o fo o fo o o To o To o Fo o oo o Fo o To o Fo o o o o Fo o To o Jo o oo oo o o o To o Yoo o o o o o Fo o o Fo o o o o o o o o
function [ensembleMOut, ensembleNOut] = bon_ordre(ensembleM, ensemblelN)
%#inbounds

J#realonly

ensembleMOut = {};
ensembleNOut = {};
ensemblel = [J;
ensemble? = [1;
ensemble_temp = [];
plus_grand =1;

%% go through all the objects
if length(ensembleN) >= length(ensembleM)

ensemblel = ensembleN;
ensemble2 = ensembleM;
plus_grand = 1;

else
ensemblel = ensemblelM;
ensemble2 = ensembleN;
plus_grand = 2;

end
%% check if there is two identical sets, otherwise check vectors
for g = 1 : length(ensemble2)
for h = 1 : length(ensemblel)
if isequal(ensemblel{h},ensemble2{g})
ensemble_temp = ensemblel{gl};
ensemblel{g} ensembleil{h};
ensemblel{h} ensemble_temp;
end

end
end
if isequal(plus_grand,1)
ensembleMOut = ensemble2;
ensembleNOut = ensemblel;
elseif isequal(plus_grand,?2)
ensembleNOut = ensemble?2;
ensemblel;

ensembleMOut
end

389
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15.7.4 File : calcul_ DSm_hybrid_auto.m

DT Tototo oo ToToto o o To To o To o oo o ToTo o o oo o To To Fo o oo o o To T o oo o To To T oo o o o To To T o oo oo To oo oo o T o To oo o o o
% Description: function to execute a DSm hybrid rule of combination

% in dynamic or static mode

)

% Output: displayed in sum of product

% sum for union

% product for intersection

ToloToloto oo ToTo o o o ToTo oo o oo fo ToTo oo o o o Jo o To oo o o o o ToTo oo fo o o o ToToFo o o o o Jo Jo To oo oo o o To oo o o o oo To o oo o o o
function calcul_DSm_hybrid_auto(nombre_source, sorte, info, contrainte)
%#inbounds

%#realonly

global ADD

global MULT

ADD = -2;

MULT = -1;

Iall = [1;

Thyb 1;

contraire = [];

Tolo 1o oo oo JoToTo o o fo ToTo o o oo o ToToTo oo o o Jo o ToTo o o o o o Yo To oo fo oo o Jo ToFo oo o o o o To o

%% compute the product of sum

[contraire_complet, contraire] = faire_contraire(info);

%% case with two sources

if isequal(nombre_source,?2)
Thyb = hybride(info, contrainte{l},contraire,2,nombre_source,contraire_complet);
shafer = 0;
Iall = depart(Ihyb,2);
Ihyb = depart(Ihyb,1);
disp(’DSm hybride’);
aff_ensemble (IThyb);
else
%% case with more than two sources : check the type ’sorte’ of DSmH
%)% case dynamic
if isequal(sorte,’dynamique’)
Thyb = hybride(info,contrainte{1},contraire,2,nombre_source,contraire_complet);
for g = 3 : nombre_source

Thyb = depart (Ihyb,2);
ensemble_step = {};
masses_step = [];

disp(’DSm hybride’);

aff_ensemble (Thyb)

for h = 1 : length(Thyb)
ensemble_step{h} = Thyb(h).elements;

masses_step(h) = Thyb(h).masses;
end
info(1l) .elements = {}; info(1) .masses = [1;
info(2) .elements = {}; info(2) .masses = [];
info(1) .elements = ensemble_step; info(1) .masses = masses_step;
info(2) = info(g);
[contraire_complet, contraire] = faire_contraire(info);
clear Thyb;

Thyb = hybride(info,contrainte{g—l},contraire,2,nombre_source,contraire_complet);
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end
%% replace numerical value of ADD and MULT by the text ’ADD’,’MULT’
Tall = depart(Ihyb,2);
Thyb = depart(Ihyb,1);
disp(’DSm hybride’);
aff_ensemble(Thyb);
%% case static
else
Thyb = hybride(info,contrainte{nombre_source -1},contraire,1,
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nombre_source,contraire_complet) ;

%% replace numerical value of ADD and MULT by the text ’ADD’,’MULT’
Tall = depart(Ihyb,2);
Thyb = depart(Ihyb,1);
disp(’DSm hybride’);
aff_ensemble(Thyb);
end
end
%% compute belief and plausibility
Isel = Iall;
fboe = {’pl’ ’bel’};
for k=1:length(fboe)
switch fboe{k}
case ’pl’
Pds = plausibilite(Isel,contrainte);
disp(’Plausibilite’);
Pds = depart(Pds,1);
aff_ensemble (Pds) ;
case ’bel’
Bds = croyance(Isel);
disp(’Croyance’);
Bds = depart(Bds,1);
aff_ensemble (Bds) ;
end
end

15.7.5 File : calcul_DSm_hybride.m
W T Y A T Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y S Y Y Y T Y Y Y Y Y S Y Y 2

% Description: main file to execute a DSm hybrid rule of combination
yA in dynamic or static mode

% Output: displayed in sum of product

b sum for union

yA product for intersection

Do ToToto o oo ToToto o o To To o To o oo To ToTo o o o oo To To To o oo o o To T oo o o To To T o o o o o To To o o oo oo To oo oo o T o T oo o o o
clear all;

clc;

%#inbounds
%#realonly

global ADD
global MULT
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ADD = -2;

MULT = -1;

Iall = []1;
Thyb = [1;
info = [];
contrainte = [];
contraire = [];

REDUCING DSMT HYBRID RULE COMPLEXITY

Do ToTototo oo ToToo o o o To o To o oo o ToTo oo o o o T To To oo oo o o ToFo o o oo o ToTo oo oo o Jo T Fo o oo o o
CONSTRAINTS IN SUM OF PRODUCT NOTATION Y%

%

)
)
A
h
A

WRITE EVENTS AND

nombre_source

= 2:

info(1) .elements =

info(1) .masses

info(2) .elements =

info(2) .masses

Y%Jcontrainte{1}

)
A
A
)
)
)

A
A
)
)
)
A
A
A
b

Yicontrainte{1}
contrainte{1}

nombre_source

{(11, [1, ADD, 21, [1, ADD, 3], [2], [2, ADD, 3], [3]};
0.2, 0.17, 0.33, 0.03, 0.17, 0.1];

{011, [21, [31%};
= [0.2, 0.4, 0.4];
= {};

= 3; sorte =

info(1l) .elements =

info(1) .masses

info(2) .elements =

info(2) .masses

info(3) .elements

info(3) .masses
contrainte{1}
contrainte{2}

{[1, MuLT, 2],
{[1, MULT, 21,
[1, MULT,
[1, MULT,
[1, MULT,
[1, MULT,

(1, MULT, 3], [2, MULT, 3]};
(1, MULT, 3], [2, MULT, 3],...
2,ADD, 1, MULT, 3]...
2,ADD, 2, MULT, 3]...
3,ADD, 2, MULT, 3]...
2,ADD, 1, MULT, 3, ADD, 2, MULT, 3]};

[’dynamique’];
{011,381, [2, MULT, 31};

[0.7, 0.2, 0.1];
{[21,[1, ADD, 3],
[0.6, 0.2, 0.2];
{011, [21, [31, [1, ADD, 21};
[0.1, 0.1, 0.5, 0.3];

(2, ADD, 31};

h

nombre_source

info(1) .elements

info(1) .masses

info(2) .elements

info(2) .masses
contrainte{1}

=2;

= {[2, MULT, 3], [2, ADD, 3]};

= {[2], [1, MULT, 2], [2, MULT, 3],...
[1, MULT, 2, ADD, 2, MULT, 3], [1, MULT, 2, MULT, 31};

{[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3], [113};
[0.6, 0.4];

{[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3], [1]};
[0.4, 0.6];

{F;

Tototo Toto o Too To o To ToTo o oo o Jo oo Fo o o oo o Fo Fo o Fo o o Yoo Fo o Fo o o fo o Foa Fo oo oo Fo o oo o o
%% compute the product of sum

[contraire_complet, contraire] = faire_contraire(info);
%% case with two sources

if isequal(nombre_source,?2)

Thyb =
shafer = 0;
Iall =
Thyb =

depart (Ihyb,2);
depart (Ihyb,1);

disp(’DSm hybride’);

hybride(info, contrainte{1},contraire,2,nombre_source,contraire_complet);
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aff_ensemble (Ihyb) ;
else

%% case with more than two sources : check the type ’sorte’ of DSmH

%)% case dynamic
if isequal(sorte,’dynamique’)
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Thyb = hybride(info,contrainte{1},contraire,2,nombre_source,contraire_complet);

for g = 3 : nombre_source

Thyb = depart (Ihyb,2);
ensemble_step = {};
masses_step = [];

disp(’DSm hybride’);

aff_ensemble (Thyb)

for h = 1 : length(Thyb)
ensemble_step{h} = Thyb(h).elements;

masses_step(h) = Ihyb(h).masses;
end
info(1l).elements = {}; info(1) .masses = [];
info(2) .elements = {}; info(2) .masses = [];
info(1) .elements = ensemble_step; info(1) .masses = masses_step;
info(2) = info(g);
[contraire_complet, contraire] = faire_contraire(info);
clear Thyb;
Thyb = hybride(info,contrainte{g—l},contraire,2,nombre_source,

end

%% replace numerical value of ADD and MULT by the text ’ADD’,’MULT’

Tall = depart(Ihyb,2);
Thyb = depart(Ihyb,1);
disp(’DSm hybride’);
aff_ensemble(Ihyb);

%% case static

else

Thyb = hybride(info,contrainte{nombre_source -1}, contraire,1,...

nombre_source,contraire_complet) ;

%% replace numerical value of ADD and MULT by the text ’ADD’,’MULT’

Tall = depart(Ihyb,2);
Thyb = depart(Ihyb,1);
disp(’DSm hybride’);
aff_ensemble(Ihyb);
end
end
%% compute belief and plausibility
Isel = Iall;
fboe = {’pl’ ’bel’};
for k=1:length(fboe)
switch fboe{k}
case ’pl’
Pds = plausibilite(Isel,contrainte);
disp(’Plausibilite’);
Pds = depart(Pds,1);
aff_ensemble(Pds);
case ’bel’
Bds = croyance(Isel);

contraire_complet) ;
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disp(’Croyance’);
Bds = depart(Bds,1);
aff_ensemble(Bds) ;
end
end

15.7.6 File : croyance.m

ool ToToToTo oo o o o o o o fo o Toto o To o To o ToToToTo oo Ta oo o o o o o o o o o o o o o o oo To o To o To To T To o To T o oo oo oo o o
% Description: function that computes belief

b

% I : final information for which we want to compute belief

b

% croyance_complet: output giving belief values and objects

ool ToToToTo oo o o o o o o fo o Too o To o To o ToToToToTo oo o oo o o o o o o o o o o o o oo oo To o To To o To o To T T oo oo oo o o

function croyance_complet = croyance(I)

%#inbounds
J#realonly

global ADD

global MULT

ADD = -2;

MULT = -1;

info = [1;
matrice_monome = [];
ignorance = [1;
nombreElement = O;
ensemble = {};
vecteurl = [;
vecteur2 = [1;
f =1;
j =L

%% separates objects, remove words ADD and MULT
for g = 1 : length(I)
if “isempty(I(g).elements)
ensemble{f} = I(g).elements;
vecteurl(f) = I(g) .masses;

vecteur2(f) = 1;
f =f + 1;
end

end
info(1).elements = ensemble;
info(1) .masses = vecteuril;
info(2).elements = ensemble;
info(2) .masses = vecteur?2;

[matrice_monome,ignorance,nombreElement] = separation(info,1);

matrice_monome ordre_grandeur (matrice_monome,2) ;

%% produces the union matrix

matrice_intersection_contraire intersection_matrice(matrice_monome,1);
matrice_intersection_contraire = ordre_grandeur(matrice_intersection_contraire,2);
matrice_intersection_contraire dedouble(matrice_intersection_contraire,?2);

%% Those for which union equals the monome (by lines), we add their masses.

[m,n] = size(matrice_intersection_contraire);

for g=2:m
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for h = 2 :

n

if isequal(matrice_intersection_contraire(g,h).elements,...

resultat(j).elements =
resultat(j) .masses

]
end
end

end
croyance_complet = dedouble(resultat,1);

15.7.7 File:
DT Toto o oo ToToto o o To To o o o oo o ToTo o o o oo To To Fo 1o oo o o To T oo o o T To T oo o o o To To o oo oo oo To oo oo o T o To oo o o o

Description: function that removes identical values and simplifies object

/A

/A

dedouble.m

matrice_monome(g,1) .elements)

matrice_monome(g,1) .elements;
matrice_intersection_contraire(g,h) .masses;
i+ L

matrice: matrix to simplify, can be a set
sorte: indicates if input is a matrix or a set

retour: output once simplified

TototoTo T o oo To o To To o oo To o To oo Fo o To oo Foo Fo o Fo o o Fo o Fo o Fo o o Fo o Fo o Fo o o oo Fo o oo o oo o Fo oo o o o oo o Fo Fo o o o to o Fo Fo o
function [retour] = dedouble(matrice,sorte)

%#inbounds
%#realonly
global REPETE
REPETE = 0;
%% case set
if isequal(sorte,1)

ensembleOut
J

= [1;
=1;

%% go through elements of the set

for g = 1
for h =

end
end

if "isequal(matrice(g).elements,REPETE) & ~“isequal(matrice(g).masses,0)

: length(matrice)

g + 1 : length(matrice)
if isequal(matrice(h).elements,matrice(g).elements)

matrice(h).elements =
matrice(g) .masses

ensembleQut (j) .elements =
ensembleQut (j) .masses

J
end
end
retour = en

%% case matrix
else

[m,n]
vecteurl =
vecteur2
ifm>1
u = 2;
y =2

sembleOut;

size(matrice);
(1;
(1;

REPETE;
matrice(g) .masses + matrice(h) .masses;

matrice(g) .elements;
matrice(g) .masses;
j+1;
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else
u=1;
y =1
end
%% go through elements of the matrix
for h=u:m
for g =y :n

ensemble = {};
ensemble = matrice(h,g) .elements;
j - 1

nouvel_ensemble = {};
%% go through all vectors of the matrix
for k = 1 : length(ensemble)
vecteurl = ensemble{k};
if “isempty(vecteurl)
for £ = k + 1 : length(ensemble)
vecteur?2 = ensemble{f};
%% check if there is two identical vectors
if "isempty(vecteur2)
if isequal(vecteurl, vecteur2)
vecteurl = REPETE;
else
%% check if a vector is included in another
%% 2 intersection 2union3 : remove 2union3
compris = 0;
for v = 1 : length(vecteurl)
for ¢ = 1 : length(vecteur2)
if isequal(vecteurl(v),vecteur2(c))
compris = compris + 1;
end
end
end
if length(vecteurl) < length(vecteur?2)
if isequal(compris, length(vecteurl))
vecteur2 = REPETE;
end
else
if isequal(compris, length(vecteur?2))
vecteurl = REPETE;
end
end
end
ensemble{f} = vecteur?2;
end
end
ensemble{k} = vecteuri;
end
if “isequal (ensemble{k},REPETE)
nouvel_ensemble{j} = ensemble{k};
j =3+ 1;
end
end
matriceOut (h,g) .elements = nouvel_ensemble;



15.7. APPENDIX: MATLABT™CODE LISTINGS

matriceOut(h,g) .masses = matrice(h,g).masses;
end
end
matriceOut = tri(matricelOut,1);
retour = matriceOut;
end

15.7.8 File : depart.m

Tt oTo o To oo 1o o o o o o o oo To o o To o To o ToTo oo oo o oo oo o 1o 1o o o o o o o o o o oo To o o To o To o To o To T T o oo oo o o o
% Description: function putting ADD and MULT

b

% ensemble_complet: set for which we want to add ADD and MULT

% each element is a cell including vectors

% each vector is a product and a change of vector is a sum

% sorte: to know if it has to be in numerical value or not

b

% ensemble_final: output with ADD and MULT

ool ToToToToTo o o o o o oo fo o Toto o To o To o ToToToToTo oo oo oo o o o o o o o o o o o o oo To o o To o To o To o To T oo oo oo o o
function [ensemble_final] = depart(ensemble_complet,sorte)

%#inbounds

h#trealonly

global A

global M

global ADDS

global MULTS

ADDS = > ADD ’;
MULTS = ’> MULT ’;

A = -2;

M = -1;

ensemble = [];

ensemble_final [1;
%% go through vectors of the set
for g = 1 : length(ensemble_complet)
ensemble = ensemble_complet(g) .elements;
for k = 1 : length(ensemble)
%% first time
if isequal(k,1)
if isequal(length(ensemble{k}),1)
if isequal(sorte,1)
ensemble_final(g) .elements = [num2str(ensemble{1})];
else
ensemble_final(g) .elements
end
else
vecteur = ensemble{k};
for £ = 1 : length(vecteur)
if isequal(f,1)
if isequal(sorte,1)

[ensemble{1}];

ensemble_final(g).elements = [num2str(vecteur(f))];

else
ensemble_final(g) .elements = [vecteur(f)];

end

397



398 REDUCING DSMT HYBRID RULE COMPLEXITY

else
if isequal(sorte,1)
ensemble_final(g).elements = [...
ensemble_final(g) .elements,
MULTS, num2str(vecteur(f))];
else
ensemble_final(g).elements = [...
ensemble_final(g) .elements,
M, vecteur(f)];
end
end
end
end
%% puts ’ ADD ’ since change of vector
else
if isequal(sorte,1)
ensemble_final(g) .elements = ...
[ensemble_final(g) .elements, ADDS];
else
ensemble_final(g) .elements = ...
[ensemble_final(g) .elements, A];
end

if isequal(length(ensemble{k}),1)
if isequal(sorte,1)
ensemble_final(g) .elements = ...
[ensemble_final(g) .elements,
num2str (ensemble{k})];
else
ensemble_final(g) .elements = ...
[ensemble_final(g) .elements,
ensemble{k}];
end
%% puts ’ MULT °
else
premier = 1;
vecteur = ensemble{k};
for £ = 1 : length(vecteur)
if premier ==
if isequal(sorte,1)
ensemble_final(g).elements = ...
[ensemble_final(g) .elements,. ..
num2str (vecteur (£))];
else
ensemble_final(g).elements = ...
[ensemble_final(g) .elements,
vecteur(f)];
end
premier = 0;
else
if isequal(sorte,1)
ensemble_final(g).elements = ...
[ensemble_final(g) .elements,
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MULTS, num2str(vecteur(f))];
else
ensemble_final(g) .elements = ...
[ensemble_final(g) .elements,
M, vecteur(f)];
end
end
end
end
end
end
ensemble_final(g) .masses = ensemble_complet(g) .masses;
end

15.7.9 File : DSmH_auto.m

Tt oTo o To oo 1o o o o o o o oo Too o To o To o ToToTo oo oo oo oo oo o 1o o o o o o o o o o o oo To o o To o To o To o To T T T o o
b

% description: file from which we can call the function version of the DSmH
b

KH>>>>>>S>>S55555555555555555555555555555555555555555555555>>

% The examples used in this file were available in :

%’’Advances and Applications of DSmT for Information Fusion’’

% written by par Jean Dezert and Florentin Smarandache, 2004
%>>>O5>SO55D55SO555O555OO55OO55OOO555O5555555555555555555>>>>

Tt ToTo o To oo 1o o o o o o o oo To o T To o To o ToToToToTo oo oo oo 1o o 1o 1o o o o o o o o o o oo To o o To o To o To o To T T oo oo oo o
clear all; clc;

info = [1;

contrainte = [];

global ADD

global MULT

ADD = -2;

MULT = -1;

%>>SOODSO5OO55OO5555555O555DO555O555D5555555555555555>>>
disp(’ ?);
info = [1;
contrainte = [];
disp(’Example 1, Page 21°);

nombre_source = 2;

sorte [’dynamique’];

info(1).elements = {[1],[2],[3],[1, ADD, 2]};

info(1) .masses [0.1, 0.4, 0.2, 0.3];

info(2) .elements = {[1],[2],[3],[1, ADD, 2]};

info(2) .masses [0.5, 0.1, 0.3, 0.1];

contrainte{1} {[1, MULT, 2, MULT, 31,[1, MULT, 2],[2, MULT, 3],...
[1, mULT, 3],[3],[1, MULT, 3, ADD, 2, MULT, 3],...
[1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 2, MULT, 31};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);
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B>>>SS5SS555555555555555555555555555555555555555555555>>

disp(’ ’);

info = [];

contrainte = [];
disp(’Example 5, Page 86’);

nombre_source = 2;
info(1).elements = {[1, MULT, 3],[3],[1, MULT, 2],[2],[1],...
[1, ADD, 3],[1, ADD, 2]};

info(1) .masses = [0.1, 0.3, 0.1, 0.2, 0.1, 0.1, 0.1];
info(2) .elements = {[2, MULT, 3],[3],[1, MULT, 21,[2],[1]1,[1, ADD, 31};
info(2) .masses = [0.2, 0.1, 0.2, 0.1, 0.2, 0.2];

contrainte{1} {[1, MULT, 3], [1, MULT, 2, MULT, 31,[1],...

[1, mULT, 2],[1, MULT, 2, ADD, 1, MULT, 3]};

calcul_DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

%>>>OOSSO55D55O5555555OO555DO555O555D5555555555555555>>>

disp(’ ?);

info = [1;

contrainte = [];
disp(’Example 2, Page 90’);

nombre_source = 2;

info(1).elements = {[1, MULT, 2, MULT, 3],[2, MULT, 3],[1, MULT, 3],...

[1, MULT, 3, ADD, 2, MULT, 3],[3],[1, MULT, 2],[1, MULT, 2, ADD, 2, MULT, 3],...
[1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3],...
[3, ADD, 1, MULT, 21,[2],[2, ADD, 1, MULT, 3],[2, ADD, 31,[1],...

[1, ADD, 2, MULT, 3],[1, ADD, 3],[1, ADD, 2],[1, ADD, 2, ADD, 3]};

info(1) .masses = [0.01,0.04,0.03,0.01,0.03,0.02,0.02,0.03,0.04,...
0.04,0.02,0.01,0.2,0.01,0.02,0.04,0.03,0.4];

info(2).elements = {[1, MULT, 2, MULT, 3],[2, MULT, 3],[1, MULT, 3],...

[1, MULT, 3, ADD, 2, MULT, 31,[3],[1, MULT, 2],[1, MULT, 2, ADD, 2, MULT, 3],...
(1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3],...
[3, ADD, 1, MULT, 21,[2]1,[2, ADD, 1, MULT, 3]1,[2, ADD, 31,[1],...

[1, ADD, 2, MULT, 3],[1, ADD, 3],[1, ADD, 2],[1, ADD, 2, ADD, 3]1};

info(2) .masses = [0.4,0.03,0.04,0.02,0.04,0.20,0.01,0.04,0.03,0.03, ...
0.01,0.02,0.02,0.02,0.01,0.03,0.04,0.01];
contrainte{1} = {[1, MULT, 2], [1, MULT, 2, MULT, 3]};

calcul_DSm_hybrid_auto(nombre_source, sorte, info, contrainte);
S>DODOSOODOIOIOIDOIOOIOIDDIDOIDIOIIISIDIIIIDIIOIIO>O>>>>

disp(’ ?);

info = [];

contrainte = [];
disp(’Example 7, Page 90’);
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nombre_source = 2;

info(1).elements = {[1, MULT, 2, MULT, 3],[2, MULT, 3],[1, MULT, 3],...

[1, MULT, 3, ADD, 2, MULT, 3],[3],[1, MULT, 2],[1, MULT, 2, ADD, 2, MULT, 3],...
(1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3],...
[3, ADD, 1, MULT, 21,[2],[2, ADD, 1, MULT, 3],[2, ADD, 31,[1],...

[1, ADD, 2, MULT, 3],[1, ADD, 3],[1, ADD, 2],[1, ADD, 2, ADD, 3]};

info(1) .masses = [0.01,0.04,0.03,0.01,0.03,0.02,0.02,0.03,0.04,...
0.04,0.02,0.01,0.2,0.01,0.02,0.04,0.03,0.4];

info(2) .elements = {[1, MULT, 2, MULT, 3],[2, MULT, 3],[1, MULT, 3],...

[1, MULT, 3, ADD, 2, MULT, 31,[3],[1, MULT, 2],[1, MULT, 2, ADD, 2, MULT, 3],...
[1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3],...
[3, ADD, 1, MULT, 2],[2],[2, ADD, 1, MULT, 3],[2, ADD, 3],[1],
(1, ADD, 2, MULT, 31,[1, ADD, 3],[1, ADD, 2],[1, ADD, 2, ADD, 3]};

info(2) .masses = [0.4,0.03,0.04,0.02,0.04,0.20,0.01,0.04,0.03,0.03,...
0.01,0.02,0.02,0.02,0.01,0.03,0.04,0.01];
contrainte{1} = {[1, MULT, 2, MULT, 3], [2, MULT, 3], [1, MULT, 3],

[1, MULT, 3, ADD, 2, MULT, 3], [3], [1, MULT, 21,
[1, MULT, 2, ADD, 2, MULT, 3], [1, MULT, 2, ADD, 1, MULT, 3],
[1, MULT, 2, ADD, 1, MULT, 3, ADD, 2, MULT, 3], [3, ADD, 1, MULT, 21};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

%>>>SSSS555555555555555555555555555555555555555555555>>

disp(’ ?);

info = [1;

contrainte = [];
disp(’Example 3.2, Page 97°);

nombre_source = 3;
%sorte = [’dynamique’];
sorte = [’statique’];

info(1) .elements
info(1) .masses
info(2) .elements
info(2) .masses
info(3) .elements

{[1],[2],[1, ADD, 2],[1, MULT, 2]};
[0.1, 0.2, 0.3, 0.4];

{[1]1,[2]1,[1, ADD, 2],[1, MULT, 2]};
[0.5, 0.3, 0.1, 0.1];

{[31,[1, MULT, 3],[2, ADD, 31}%};

info(3) .masses = [0.4, 0.3, 0.3];
contrainte{1} = {};
contrainte{2} = {[3],[1, MULT, 2, MULT, 3],[1, MULT, 3],...

[2, mMULT, 3],[1, MULT, 3, ADD, 2, MULT, 3]};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);
S>DODOSOODODOIOIDOIOODDOOOIDOIDIOIIDOIOIIIIDIIO>IO>DO>>D>

disp(’ ?);

info = [];

contrainte = [];

disp(’Example 3.5, Pages 99-100’);
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nombre_source
sorte
Jsorte
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=3;
[’dynamique’];
= [’statique’];

info(1).elements = {[1],[2]};
info(1) .masses
info(2).elements = {[1],[2]};
info(2) .masses
info(3) .elements = {[1], [2], [3]1};
info(3) .masses

contrainte{1}
contrainte{2}

= [0.6, 0.4];
= [0.7, 0.3];
= [0.5, 0.2, 0.3];

= {};
= {[3], [1, MULT, 3], [2, MULT, 3],

[1, MULT, 2, MULT, 3], [1, MULT, 3, ADD, 2, MULT, 3]};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

%>>OOSSSO5OO55O555O555OO555OO5555555D5555555555555555>>>

disp(’ ’);
info
contrainte

[1;
[1;

disp(’Example 3.6, Page 100’);

nombre_source

info(1) .elements

info(1) .masses

=2;
{[11, [2], [1, MULT, 2]};
[0.5, 0.4 0.1];

info(2).elements = {[1], [2], [1, MULT, 3], [4]};

info(2) .masses
contrainte{1}

= [0.3, 0.2, 0.1, 0.4];
= {[1, mULT, 3], [1, MULT, 2], [1, MULT, 3, MULT, 4],...

[1, MULT, 2, MULT, 3], [1, MULT, 2, MULT, 4],[1, MULT, 2, ADD, 1, MULT, 31};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

%>>>OS5SS55555S555555555555555555555555555555555555555>>

disp(’ ?);
info
contrainte

disp(’Example

nombre_source
sorte
%rep du livre
sorte

info(1) .elements =

info(1) .masses

info(2) .elements

info(2) .masses

info(3) .elements

info(3) .masses
contrainte{1}
contrainte{2}

(1;
(1;
5.2.1.3, Page 107’);

= 3;
[’dynamique’];
statique

= [’statique’];
{011, [31};
[0.6, 0.4];
{[2]1,[41};
[0.2, 0.8];
{021, [41};

= [0.3, 0.7];

= {};

= {[1, MULT, 3],[1, MULT, 2],[1, MULT, 4],[2, MULT, 3],...
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[2, MULT, 4],[3, MULT, 4],[1, MULT, 2, MULT, 3],[1, MULT, 2, MULT, 4],...
[1, MULT, 3, MULT, 41,[2, MULT, 3, MULT, 4]1,[1, MULT, 2, MULT, 3, MULT, 4],...

[1, MULT, 3, ADD, 1, MULT, 4],[1, MULT, 2, ADD, 1, MULT, 3],...
[1, MULT, 2, ADD, 1, MULT, 4],[2, MULT, 3, ADD, 2, MULT, 4],...
[1, MULT, 2, ADD, 2, MULT, 4],[1, MULT, 2, ADD, 2, MULT, 31,...
[1, MULT, 3, ADD, 2, MULT, 3],[1, MULT, 3, ADD, 3, MULT, 4],...
[2, MULT, 3, ADD, 3, MULT, 4],[1, MULT, 4, ADD, 2, MULT, 4],...
[1, MULT, 4, ADD, 3, MULT, 4],[2, MULT, 4, ADD, 3, MULT, 4],...
[1, MULT, 2, MULT, 3, ADD, 1, MULT, 2, MULT, 4],...

[1, MULT, 3, ADD, 1, MULT, 4, ADD, 2, MULT, 3, ADD, 2, MULT, 41};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

%>>SOSSSO55555SO55O555OO555DO555O555D5555555555555555>>>

disp(’ 7);

info = [];

contrainte = [];

disp(’Example 5.2.2.2, Page 109’);

nombre_source = 3;

sorte = [’dynamique’];

Ysorte = [’statique’];
info(3).elements = {[1],[2],[1, ADD, 2]%};
info(3) .masses = [0.4, 0.5, 0.1];
info(2) .elements = {[3],[4],[3, ADD, 4]};
info(2) .masses = [0.3, 0.6, 0.1];
info(1).elements = {[1], [1, ADD, 2]};
info(1) .masses = [0.8, 0.2];
contrainte{1} = {};

contrainte{2} = {[1, MULT, 3],[1, MULT, 2],[1, MULT, 4],...

[2, MULT, 3],[2, MULT, 4],[3, MULT, 4],[1, MULT, 2, MULT, 31,...
[1, MULT, 2, MULT, 4],[1, MULT, 3, MULT, 4],[2, MULT, 3, MULT, 4],...
[1, MULT, 2, MULT, 3, MULT, 4],[1, MULT, 3, ADD, 1, MULT, 4],...

[1, MULT, 2, ADD, 1, MULT, 3],[1, MULT, 2, ADD, 1, MULT, 4],...

[2, MULT, 3, ADD, 2, MULT, 4],[1, MULT, 2, ADD, 2, MULT, 4],...

[1, MULT, 2, ADD, 2, MULT, 3],[1, MULT, 3, ADD, 2, MULT, 31,...

[1, MULT, 3, ADD, 3, MULT, 4],[2, MULT, 3, ADD, 3, MULT, 4],...

[1, MULT, 4, ADD, 2, MULT, 4],[1, MULT, 4, ADD, 3, MULT, 4],...

[2, MULT, 4, ADD, 3, MULT, 4],[1, MULT, 2, MULT, 3, ADD, 1, MULT, 2, MULT, 4],...
[1, MULT, 3, ADD, 1, MULT, 4, ADD, 2, MULT, 3, ADD, 2, MULT, 41};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);
S>DODOSDOOODOIOIDOIDODOOOOIDOIDIOOIDSDDIIOIDIIOIOO>D>>D>

disp(’ ?);

info = [];

contrainte = [];

disp(’Example 5.4.2, Page 1167);
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nombre_source
Jsorte

sorte

info(1) .elements
info(1) .masses
info(3) .elements
info(3) .masses =
info(2) .elements
info(2) .masses
contrainte{1} =
contrainte{2} =
contrainte{2} =
[2, MULT, 4]1,[3, M
[1, MULT, 3, MULT,
[1, MULT, 3, ADD,

[1, MULT, 2, ADD,
[1, MULT, 2, ADD,
[1, MULT, 3, ADD,
[2, MULT, 3, ADD,
[1, MULT, 4, ADD,
[1, MULT, 2, MULT,

[1, MULT, 3, ADD,
[1, MULT, 5],I[2,
[1, MULT, 3, MULT
[2, MULT, 4, MULT
[1, MULT, 2, MULT
[2, MULT, 3, MULT
[1, MULT, 4, ADD,

[3, MULT, 4, ADD,

[1, MULT, 3, MULT

[2, MULT, 3, MULT

[1, MULT, 2, MULT

REDUCING DSMT HYBRID RULE COMPLEXITY

= 3:

= [’dynamique’];
[’statique’];
{[1]1,[4, ADD, 5]1};
[0.99, 0.01];
{[2],[3],[4, ADD, 5]};
[0.98, 0.01, 0.01];
{011, [2], [3], [4, ADD, 5]};

= [0.01, 0.01, 0.97, 0.01];

{};
{};
{[1, MULT, 3],[1, MULT, 21,[1, MULT, 4],[2, MULT, 3],...
ULT, 4]1,[1, MULT, 2, MULT, 3],[1, MULT, 2, MULT, 4],...
4],[2, MULT, 3, MULT, 4],[1, MULT, 2, MULT, 3, MULT, 4],...
i, MULT, 4],[1, MULT, 2, ADD, 1, MULT, 3],...
i, MULT, 4],[2, MULT, 3, ADD, 2, MULT, 4],...
2, MULT, 4],[1, MULT, 2, ADD, 2, MULT, 3],...
2, MULT, 3],[1, MULT, 3, ADD, 3, MULT, 4],...
3, MULT, 4],[1, MULT, 4, ADD, 2, MULT, 4],...
3, MULT, 4],[2, MULT, 4, ADD, 3, MULT, 4],...
3, ADD, 1, MULT, 2, MULT, 4],...
1, MULT, 4, ADD, 2, MULT, 3, ADD, 2, MULT, 4],...
MULT, 5],[3, MULT, 5], [4, MULT, 5],[1, MULT, 2, MULT, 5],...
, 51,[1, MULT, 4, MULT, 5],[2, MULT, 3, MULT, 51,...
, 51,[3, MULT, 4, MULT, 5],[1, MULT, 2, MULT, 3, MULT, 5]1,...
, 4, MULT, 5],[1, MULT, 3, MULT, 4, MULT, 5],...
, 4, MULT, 5],[1, MULT, 2, MULT, 3, MULT, 4, MULT, 5],...
i, MULT, 5],[2, MULT, 4, ADD, 2, MULT, 5],...
3, MULT, 5],[1, MULT, 2, MULT, 4, ADD, 1, MULT, 2, MULT, 5],...
, 4, ADD, 1, MULT, 3, MULT, 5]1,...
, 4, ADD, 2, MULT, 3, MULT, 5],...
, 3, MULT, 4, ADD, 1, MULT, 2, MULT, 3, MULT, 5]};

calcul _DSm_hybrid_auto(nombre_source, sorte, info, contrainte);

B>SSSS>OOO55555OOOO55555555O55O5555555555555555555>5>5>>

disp(’ ?);

15.7.10 File : enlever_contrainte.m

Tolo 1o oo oo JoToTo o o ToToTo o o oo o ToTo oo o o o Jo o To oo o o o o ToTo oo fo o o o ToTo oo o o o Jo To To oo oo o o To oo o o o oo To oo o o o

% description: func
/A

% ensemble_complet:

tion removing constraints in sets

sets composed of S1, S2, S3

% contrainte_separe: constraints’ sets : divided in cells with vectors :

)
)

% ensemble_complet:

each vector is a product, and a change of vector = sum

final set

Do ToToto o oo ToTo o o o To To o To o oo T ToTo oo oo o To T To o oo o o To T oo o o To To T oo o o o To To T o oo oo To oo oo o T T To oo o o o

function [ensemble_

complet] = ...
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enlever_contrainte(ensemble_complet, contrainte_separe);

%#inbounds

%#realonly

global ENLEVE

ENLEVE = {};
ensemble_contrainte = {};
ensemble_elements = [];
ensemble_produit (1;

%go through contraints
for g = 1 : length(contrainte_separe)
ensemble_contrainte = contrainte_separe{g};
for h = 1 : length(ensemble_complet)
%si la contrainte est en entier dans 1’ensemble complet, 1’enlever
if isequal(ensemble_contrainte, ensemble_complet(h).elements)
ensemble_complet (h) .elements = ENLEVE;
ensemble_complet (h) .masses = 0;
end
end
end

%go through contraints
for g = 1 : length(contrainte_separe)
ensemble_contrainte = contrainte_separe{g};
%si elle est un singleton
if isequal(length(ensemble_contrainte),1) & ...
isequal (length(ensemble_contrainte{1}),1)

for h = 1 : length(ensemble_complet)
if “isequal(ensemble_complet(h).elements, ENLEVE)

ensemble_elements = ensemble_complet(h).elements;

entre = 0;

for k = 1 : length(ensemble_elements)
%si une union, enleve
if isequal(ensemble_elements{k},ensemble_contrainte{1})

vecteurl = ensemble_elements{k};

vecteur? = ensemble_contrainte{1};
ensemble_elements{k} = setdiff(vecteurl, vecteur2);
entre =1;

end

end

if isequal(entre, 1)
j - 1;
ensemble_elements_new = [];
for k = 1 : length(ensemble_elements)
if "isequal(ensemble_elements{k}, []);
ensemble_elements_new{j} = ensemble_elements{k};
J =j+1
end
end
ensemble_elements = [];
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ensemble_elements = ensemble_elements_new;
end
ensemble_complet (h) .elements = ensemble_elements;
end
end

Y%otherwise, its an intersection
elseif length(ensemble_contrainte) ==

ensemble_produit = ensemble_complet;
for t = 1 : length(ensemble_produit)

ensemble = ensemble_produit(t).elements;
j = 1
entre =1;

nouvel_ensemble = {};
for h = 1 : length(ensemble)
for y = 1 : length(ensemble_contrainte)
if isequal(ensemble{h}, ensemble_contrainte{y})
ensemble{h} = [];

entre = 0;
else
nouvel_ensemble{j} = ensemble{h};
] =3+ 1
end
end
end

ensemble_produit(t) .elements = nouvel_ensemble;
ensemble_complet(t).elements = ensemble_produit(t).elements;
end
end
end

%remove empty
for r = 1 : length(ensemble_complet)

ensemblel = ensemble_complet(r).elements;
J =1
nouvel_ensemble = [];

for s = 1 : length(ensemblel)
if “isequal(ensemblel{s}, [])
nouvel_ensemble{j} = ensemblel{s};
j =j+1;
end
end
ensemble_complet (r).elements = nouvel_ensemble;
end

%combines identical elements
ensemble_complet = dedouble(ensemble_complet,2);
ensemble_complet = dedouble(ensemble_complet,1);

15.7.11 File : ensemble.m
Tolo ootV To oo o oot T Voo o To o ToTo o To ot To To To o to o To To o Fo o To To fo o to Tota o fo o Voo To foo to o To o o to o To o oo Yo To o fo oo Fo o fo o to Yot
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% Description: function regrouping equal structure from matrix
% matrice: the matrix to regroup
% ensembleOut: outputs the structure with sets of regrouped matrix

Dol Tototo ol ToToto o o To To o To o oo o ToTo o o o oo To To To o oo o o To T oo o o T To T oo o o o To To oo o oo oo To oo oo o T o To oo o o o

function [ensembleOut] = ensemble(matrice)

%#inbounds
J#realonly
ensembleQut = [];
[m,n] = size(matrice);
j - 1
if “(m < 2)
if isequal(matrice(2,2).elements, [])
u=1;
y=1;
else
u=2;
y =25
end
else
u=1;
y=1
end

%% go through all sets of the matrix, put the equal ones togheter and sum
%% their mass
for g =u : m
for h=y : n
if isequal(g,u) & isequal(h,y) & “isequal(matrice(g,h).elements, [])
ensembleQut (j) .elements = matrice(g,h).elements;
ensembleOut(j) .masses = matrice(g,h).masses;
] j+ 1
elseif “isequal(matrice(g,h).elements, [])
compris = 0;
for £ = 1 : length(ensembleOut)
if isequal(matrice(g,h).elements, ensembleOut(f).elements)
ensembleOut (f) .masses = ...
ensembleQut (f) .masses + matrice(g,h) .masses;
compris =1;

end
end
if isequal(compris,0)
ensembleOut(j) .elements = matrice(g,h).elements;
ensembleQut(j) .masses = matrice(g,h).masses;
J i+ L

end
end
end
end

407
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15.7.12 File : faire_contraire.m

Tt loTo o To oo 1o o o 1o o o oo To o o To o To o To o To oo Tao oo oo o 1o 1o o o o o o o o o o oo To o oo T To o To o To T T o oo oo o o
% Description: function that changes the sum of products in product of

% sums with ADD and MULT

b

% info: set that we want to modify

b

% ensembleQut: once in product of sums and in same format as the input

% contraire: only the first two information

ool ToToToToTo o o o o o o o oo Too o To o To o ToToToToTo oo oo oo o o o o o o o o o o o o oo oo To o To To T To o To T oo oo oo o o

function [ensembleQut, contraire] = faire_contraire(info)

%#inbounds
%#realonly
ensembleQut = [];
J =1;
f =1;
temp = [1;
flag = 3;
contraire = [];

%% puts the sets in product of sums
[temp, ignorance, nombre] = separation(info,2);
temp produit_somme_complet (temp) ;
temp depart (temp,2) ;
%% puts back the sets in one set
for g = 1 : length(nombre)

debut =1;

d =1;

ensembleElement = {3};

for h = 1 : nombre(g)

if isequal(debut,1)

ensembleElement{d} = [temp(f).elements];
ensembleQut (j) .masses = temp(f) .masses;
debut = 0;
else
ensembleElement{d} = [temp(f).elements];
ensembleQut (j) .masses = [ensembleQut(j) .masses, temp(f) .masses];
end
f =f + 1;
d =d + 1;

end

%% ensembleQut: output, once in product of sums
ensembleOut (j) .elements = ensembleElement;

%% contraire: only the first two elements of output

if § < 3
contraire(j).elements = ensembleQut(j).elements;
contraire(j) .masses = ensembleQut(j).masses;
end
RS ERE
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15.7.13 File : hybride.m

DT Tototo oo ToToto o o To To o o o oo o ToTo oo o oo To To To o oo o o To T oo o o T To T oo o o o To To o o o oo oo To oo oo o To o To oo o o o

% Description: function that executes the three steps of the DSmH
b

% info: informations from the sources in product of sums

% contrainte: contraints in sum of product

% contraire: informations from sources in sum of products

b

% sorte: indicates the type of fusion: dynamic ou static
% nombre_source: number of source of evidence

% contraire_complet: A1l the information in product of sum

b

% ensemble_complet: final values (objects + masses)

TotoloTo T ToToTo To o To FoTo o oo foFo oo To o To oo Foo Foto To o To Fo o Foo Fo oo fo o Foo Fo oo oo Fo o o o o oo oo oo o o o foFo fo o Fo o o o Fo o o o o
function [ensemble_complet] = ...
hybride(info,contrainte,contraire,sorte,nombre_source,contraire_complet)

matrice_intersection = []; matrice_union = []; matrice_monome = [1;
ensemble_stepl = [1; ensemble_step2 = []; ensemble_step3 = [1;
ensemble_complet = []; vecteur_singleton = []; contrainte_produit = [];
ignorance = [1; ensemble_complet_temp = [];

%% case static
if isequal(sorte,1)
matrice_infos = [1;
matrice_infos_contraire = [];
for g = 1 : nombre_source
[matrice_infos,ignorance,nombreElement] = ...
separation_unique(info(g) ,matrice_infos);
[matrice_infos_contraire,ignorance,nombreElement] = ...
separation_unique(contraire_complet(g) ,matrice_infos_contraire);
end
%% compute the intersection matrix
matrice_intersection intersection_matrice(matrice_infos_contraire,2);
matrice_intersection = somme_produit_complet (matrice_intersection);
matrice_intersection = dedouble(matrice_intersection,?2);
matrice_intersection = ordre_grandeur (matrice_intersection,1);
%% compute the union matrix
matrice_intersection_contraire = intersection_matrice(matrice_infos,2);
matrice_intersection_contraire dedouble(matrice_intersection_contraire,2);
%)% case dynamic

else
%% Separates products of each objects, also computes total ignorance
[matrice_monome,ignorancel,nombreElement] = separation(info,1);
[matrice_monome_contraire,ignorance2,nombreElement] = separation(contraire,1);
ignorance = [ignorancel];

%% compute the union matrix

matrice_intersection_contraire = intersection_matrice(matrice_monome,1);
matrice_intersection_contraire e
ordre_grandeur (matrice_intersection_contraire,2);
matrice_intersection_contraire = dedouble(matrice_intersection_contraire,2);

%% compute the intersection matrix
matrice_intersection = intersection_matrice(matrice_monome_contraire,1);
matrice_intersection = somme_produit_complet(matrice_intersection);
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matrice_intersection = dedouble(matrice_intersection,2);
end
%/ separates objects in contraints: will help compare the with intersection
if “isempty(contrainte)
[contrainte_separe, ignorance3, nombre] = separation(contrainte,3);
contrainte_separe tri(contrainte_separe,2);
end
%% compute S1, S2, S3
%% If there is no constraints, simply take S1
if isempty(contrainte)
ensemble_complet = ensemble(matrice_intersection);
%% Otherwise, we have to go throught the three steps
else
%% Go through intersection matrix, if objects = contraints, take union,
%% 1if objects from union = contraints, take union of objects, if it’s a
%% contraints, take total ignorance.
Jj = 1; source = 1;
[m,n] = size(matrice_intersection);
ss = 1:m; s = 1;
gg = 1:n; g =1;
%% Go through each line (s) of the matrix process by accessing each
%% objects, by column (g)
while s "= (length(ss)+1)
while g "= (length(gg)+1)
%% take value from intersection matrix
ensemble_step = matrice_intersection(s,g) .elements;
%% if the flag is not active, set it to ’1°
if “(source > 10)
source = 1;
end
%% Proceed if there is something at (s,g) matrix position
if “isequal(ensemble_step, [])
intersection = O;
for h = 1 : length(contrainte_separe)
%% If value from intersection matrix is equal to actual
%% constraint and if it hasn’t been equal to a previous
%% constraint, OR, if the flag was active, then proceed to
%% union matrix.
if (isequal(contrainte_separe{h},ensemble_step) &...
isequal (intersection,0)) | isequal(source,22)

intersection = 1; union = O;
ensemble_step = [];
ensemble_step = matrice_intersection_contraire(s,g).elements;

%% if the flag is not active for the union of objects
%% or to total ignorance, set it to ’2’
if “(source > 22)
source = 2;
end
for t = 1 : length(contrainte_separe)
%% If value from union matrix is equal to actual
%% constraint and if it hasn’t been equal to a
%)% previous constraint, OR, if the flag was active,
%% then proceed to union of objects calculation.
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if (isequal(contrainte_separe{t},ensemble_step)&...

isequal(union,0)) | isequal(source,33)

union = 1; subunion = 0;
nouveau_vecteur = [];
ensemble_step = {};

ensemblel = matrice_monome(s,1).elements;
ensemble2 = matrice_monome(1l,g).elements;
b=1;
for £ = 1 : length(ensemblel)
vecteur = ensemblel{f};
for d = 1 : length(vecteur)
nouveau_vecteur{b} = [vecteur(d)];
b =Db + 1;
end
end
for £ = 1 : length(ensemble2)
vecteur = ensemble2{f};
for d = 1 : length(vecteur)
nouveau_vecteur{b} = [vecteur(d)];
b =b + 1;
end
end
%% remove repetition
for £ = 1 : length(nouveau_vecteur)
for r = f + 1 : length(nouveau_vecteur)

if isequal(nouveau_vecteur{f},nouveau_vecteur{r})

for

nouveau_vecteur{r} = [];
end
end
end
y =1
for r = 1 : length(nouveau_vecteur)
if “isequal (nouveau_vecteur{r}, [1)
ensemble_step{y} = nouveau_vecteur{r};

y =y + 1

end
end
%% ordering
matrice = [1;
matrice(1l,1).elements = ensemble_step;
matrice(1,1) .masses = 0;
matrice(2,2).elements = [];
matrice = ordre_grandeur (matrice,2);
ensemble_step = [1;
ensemble_step = matrice(1,1).elements;

%% if the flag is not active for ignorance
if “(source > 33)
source = 3;
end
r = 1 : length(contrainte_separe)
%% If value from union of objects matrix is
%% equal to actual constraint and if it
%% hasn’t been equal to previous constraint

411
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%% OR, if the flag was active.

if (isequal(contrainte_separe{r}, ensemble_step)...
& isequal(subunion,0)) | isequal(source,44)
subunion = 1;
ensemble_step = {};
ensemble_step = ignorance;
source = 4;

end
end
end
end
end

end

ensemble_complet_temp = [];

ensemble_complet_temp(l) .elements = ensemble_step;

ensemble_complet_temp(1l) .masses = matrice_intersection(s,g) .masses;
%% remove constraints of composed objects, if there is any
ensemble_step_temp = ...
enlever_contrainte(ensemble_complet_temp,contrainte_separe);
%% once the contraints are all removed, check if the object are
%% empty. If not, increment output matrix position, if it is
%% empty, activate the flag following the position from where
%% the answer would have been taken and restart loop without
%% incrementing (s,g) intersection matrix position.
if “isempty(ensemble_step_temp(1l).elements)
ensemble_step = [1;
ensemble_step = ensemble_step_temp(1l) .elements;
ensemble_complet (j).elements = ensemble_step;
ensemble_complet(j) .masses = ...
matrice_intersection(s,g) .masses;
tri(ensemble_complet,1);
i+

ensemble_complet
N

else
switch (source)
%% CASE 4 is not used here. It’s the case where there
%% would be a constraint on total ignorance.

case 1
source = 22;
case 2
source = 33;
case 3
source = 44;
end
%% Will let the while loop repeat process for actual (s,g)
g=g- 1

end
end %)% ’end’ for the "if “isequal(ensemble_step, [1)" line
%% move forward in the intersection matrix
g=g+1
end %g =1 : n (columns of intersection matrix)

%% move forward in the intersection matrix
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s =8+ 1;

g =1

end %s = 1 : m (lines of intersection matrix)
end
g=1; s = 1;

%% Sort the content of the output matrix
ensemble_complet = tri(ensemble_complet,1);

%% Filter the ouput matrix to merge equal cells
ensemble_complet = dedouble(ensemble_complet,1);

15.7.14 File : intersection_matrice.m

DT Toto o oo ToToto o o To To o o o oo o ToTo o o o oo To To Fo 1o oo o o To T oo o o T To T oo o o o To To o oo oo oo To oo oo o T o To oo o o o

% Description: function that computes the intersection matrix and masses

b

% sorte: type of fusion [static | dynamic]

% matrice_monome: initial information, once separated by objects with ADD
% and MULT removed. vector represents products, a change of vector the sum

% includes only the first line and column of the matrix

% matrice_intersection: return the result of intersections
Toto o To o To 1o o Too o To o To o o Jo o o Jo o o Too o Todo o Jo o o To o o Too o Too o Jo o o Jo o o Too o To o o Jo o o To o o To o o Too o oo o To o o Too o To o
function [matrice_intersection] = intersection_matrice(matrice_monome,sorte)
%% case dynamic
if isequal(sorte,1)

matrice_intersection = [];

[m,n] = size(matrice_monome);
ensemblelN = {};
ensembleM = {};

%% go through the first line and column, fill the intersection matrix
for g=2:m
ensembleM = matrice_monome(g,1).elements;
for h=2:n
ensembleN = matrice_monome(1,h).elements;
[ensembleN,ensembleM] ;

matrice_intersection(g,h).elements
matrice_intersection(g,h) .masses R
matrice_monome(g,1) .masses * matrice_monome(l,h).masses;

end
end

matrice_intersection = dedouble(matrice_intersection,?2);
matrice_intersection = ordre_grandeur (matrice_intersection,2);
%% case static

else
matrice_intersection = [];
matrice_intermediaire = [];
[m,n] = size(matrice_monome) ;
ensembleN = {};
ensembleM = {};
J =1;
s =1;

%% £ill the intersection matrix by multipliying all at once
forg=1:n
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end
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ensembleM = matrice_monome(1,g).elements;
if “isequal (ensembleM, [])
for h=1:n
ensembleN = matrice_monome(2,h) .elements;
if “isequal(ensembleN, [])
matrice_intermediaire(j,s).elements = [ensembleN,ensembleM];
matrice_intermediaire(j,s).masses = ..
matrice_monome(2,h) .masses * matrice monome(l g) .masses;
s =
end
end
end
end
[r,t] = size(matrice_intermediaire);
s =1;
for g =3 :m
forh=1:1¢
ensembleM = matrice_intermediaire(1l,h).elements;
foru=1:n
ensembleN = matrice_monome(g,u).elements;
if “isequal(ensembleN, [])
matrice_intersection(l,s).elements = [ensembleN,ensembleM];
matrice_intersection(l,s) .masses = ...
matrice_intermediaire(l,h) .masses * matrice_monome(g,u) .masses;
s =s + 1;
end
end
end
matrice_intermediaire = matrice_intersection;
matrice_intersection = [];
[r,t] = size(matrice_intermediaire);
s = 1;
end

matrice_intersection = matrice_intermediaire;
matrice_intersection dedouble(matrice_intersection,2);

15.7.15 File : ordre_grandeur.m

DT Toto o oo ToToto o o ToTo o o o oo o ToTo oo oo o To To To o oo o o To T fo oo o To To T oo o o o To To T o oo oo To oo oo o T o To oo o o o

% Description: function that orders vectors

h

% matrice:

b

% matriceOut: output ordered matrix

DT Toto o oo ToToto o o To To o To o oo o ToTo o o oo o To T To 1o oo o o To T oo o o To Fo T oo o o o To To T o oo oo To oo oo o To o T oo o o o

function [matriceQut] = ordre_grandeur (matrice,sorte)
[m,n] = size(matrice);

ensemble = {};

ensembleTemp = [];

%% case static

if isequal(sorte,1)

u=1;

matrix in which we order the vectors in the sets
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y=1

%% case dynamic

else
essai = matrice(2,2).elements;
if isempty(essai)

u=1;

y=1
else

u = 2;

y =2

end

end

%% Order by

for g =u :m

for h =y :

size vector of sets of matrix

n

ensemble = matrice(g,h).elements;

for f

1 : length(ensemble)

for k = f + 1 : length(ensemble)

end

end

if length(ensemble{k}) < length(ensemble{f})
ensembleTemp = ensemble{f};
ensemble{f} = ensemble{k};
ensemble{k} ensembleTemp;

elseif isequal(length(ensemble{k}), length(ensemble{f}))

vecteurl = ensemble{k};
vecteur2 = ensemble{f};
changer 0;

for t = 1 : length(vecteurl)

if (vecteurl(t) < vecteur2(t)) & isequal(changer,0)

ensembleTemp = ensemble{f};
ensemble{f} = ensemble{k};
ensemble{k} = ensembleTemp;
changer =1;
break;
end
end
end

matriceOut(g,h).elements = ensemble;

matriceOut(g,h) .masses

end

end

15.7.16 File

A
)
)
b
b
b

ToloToToto oo ToTo o o o To ToTo o o o o o ToTo oo o o Jo o To oo o o oo ToTo oo o o o o ToTo oo o o o Jo JoTo o fo oo o o To oo o o o oo To T oo o o o

Description:

I:
contrainte:

matrice(g,h) .masses;

: plausibilite.m

DT Toto o oo ToToto o o To To o o o oo o ToTo o o o oo To To Fo 1o oo o o To T oo o o T To T oo o o o To To o oo oo oo To oo oo o T o To oo o o o

function that calculates plausibility

final information for which we want plausibility
initial constraints

plausibilite_complet: returns plausibility and masses

415
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function plausibilite_complet = plausibilite(I,contrainte)
%#inbounds

%#realonly

global ADD

global MULT

ADD = -2;

MULT = -1;
ensemble_complet = {};
contrainte_compare = {};
info = [1;
matrice_monome = [1;
ignorance = [1;
ensemble_elements = [];
vecteurl = [1;
vecteur2 = [1;
nombreElement = 0;
f =1;
] =1
T =1;

%% separates the objects, removes ADD and MULT
for g = 1 : length(I)
if “isempty(I(g).elements)
ensemble_elements{f} = I(g).elements;

vecteur2(f) = I(g) .masses;
vecteurl (f) =1;
f =f + 1;
end
end

info(1).elements = ensemble_elements;
info(2).elements = ensemble_elements;

info(1) .masses = vecteuril;

info(2) .masses = vecteur?2;
[matrice_monome,ignorance,nombreElement]
[contraire_complet, contraire]
[matrice_monome_contraire,ignorance,nombreElement]
%% creates the intersection matrix

separation(info,1);
faire_contraire(info);
separation(contraire,1);

matrice_intersection = intersection_matrice(matrice_monome_contraire,1);

matrice_intersection = somme_produit_complet (matrice_intersection);
matrice_intersection = dedouble(matrice_intersection,?2);

%% takes the contraint in sum of products, however, if there’s none, do

%% nothing and put it all to ’1’
entre = 0;

s =1;

for r = 1 : length(contrainte)

if “isempty(contrainte) & ~isempty(contrainte{r}) & isequal(entre,0)

for g = 1 : length(contrainte)
if “isequal(contrainte{g},{})
[contrainte_compare{s}, ignorance, nombre] = ...
separation(contrainte{g},3);
S =s + 1;
end
end
%% remove contraints on the intersection matrix
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[m,n] = size(matrice_intersection);
for g=2 :n

ensemble_complet = [1;
matrice_intersection_trafique = matrice_intersection(:,g);
matrice_intersection_trafique(2,2).elements = [];

ensemble_complet = ensemble(matrice_intersection_trafique);
ensemble_complet = tri(ensemble_complet,1);
ensemble_complet = dedouble(ensemble_complet,1);

for t = 1 : length(contrainte_compare)
ensemble_complet = enlever_contrainte(ensemble_complet,. ..
contrainte_compare{t}) ;
end
resultat(j) .masses = 0;
for t = 1 : length(ensemble_complet)
if “isempty(ensemble_complet (t).elements)
resultat(j) .masses = resultat(j).masses + ...
ensemble_complet (t) .masses;
end
end
resultat(j).elements = matrice_monome(g,1) .elements;
j=i+ 1
end
entre = 1;
%% if there’s no constraints, put it all to ’17,
elseif isequal(length(contrainte),r) & isequal(entre,0)
[m,n] = size(matrice_monome) ;
forg=1:m
resultat(j).elements = matrice_monome(g,1) .elements;
resultat(j) .masses = 1;
J i+ L
end

end
end
plausibilite_complet = dedouble(resultat,1);

15.7.17 File : produit_somme_complet.m

Tt oTo o To oo 1o o o o o o o oo To o T To o To o ToToToToTo oo o oo oo o 1o 1o o o o o o o o o o oo To o o To o To o To o To T T oo oo oo o o
% Description: function that converts input in product of sums

b

% ensemble_complet: matrix in sum of products

b

% ensemble_produit: matrix in product of sums

Tt ToToToTo oo 1o o o o o o o oo To o T To o To o ToToToToTo oo o oo oo o 1o o o o o o o o o o o oo To o o To o To o To o To T T oo oo oo o
function [ensemble_produit] = produit_somme_complet (ensemble_complet);
global ENLEVE

ENLEVE = {};

ensemble_elements = {}; ensemble_produit = {};
vecteur = [1; matrice = [1;
p =1; vy = 1;

%% go through all sets, puts them in product of sums
for g = 1 : length(ensemble_complet)
if "isequal(ensemble_complet(g) .elements, ENLEVE)
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ensemble_elements = ensemble_complet(g).elements;
if (length(ensemble_elements) >= 2)

i =1;
ensemble_produit(p).elements = {};
changer = 0;

if length(ensemble_elements) >= 3
vecteurl = ensemble_elements{1};
vecteur?2 = ensemble_elements{2};
if “(length(vecteurl) > 1 & length(vecteur2) > 1)
ensemble_produit(p) .elements = ensemble_complet(g) .elements;

ensemble_produit(p) .masses = ensemble_complet(g) .masses;
P =p+1
else
changer = 1 ;
end
else

changer = 1;
end
if isequal(changer, 1)
for k = 1 : length(ensemble_elements) - 1
if (k < 2)
if (k + 1) > length(ensemble_elements)
x = length(ensemble_elements);
else
X

k+1;
end
forw=%k : x
vecteur = ensemble_elements{w};
j - 1;
for £ = 1 : length(vecteur)
if isequal(length(vecteur),1)
ensembleN{j} = [vecteur];
else
ensembleN{j} = [vecteur(f)];
j j o+ 1;

end
end
if isequal(i,1)
matrice(1,2) .elements = ensemblel;

matrice(1,2) .masses = 0;
ensembleN = {};
i = 2;

elseif isequal(i,2)
matrice(2,1) .elements = ensemblel;

matrice(2,1) .masses = 0;

ensembleN = {};

i =1;

end
end
elseif (k >= 2) & (length(ensemble_elements) > 2)

w=k+ 1;
j=1

vecteur = ensemble_elements{w};
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end

end

for £ = 1 : length(vecteur)
if isequal(length(vecteur),1)
ensembleN{j} = [vecteur];

else
ensembleN{j} = [vecteur(f)];
J =] + 1
end
end
matrice(1,2).elements = ensemble_produit(p).elements;
matrice(1,2) .masses = 0;
matrice(2,1) .elements = ensemblelN;
matrice(2,1) .masses = 0;
ensembleN = {};

end
resultat = union_matrice(matrice);
[s,t] size(resultat);
forr=1:s
ford=1:1¢t
masse = resultat(r,d) .masses;
if isequal(masse, 0)
ensemble_produit(p) .elements = ...
resultat(r,d) .elements;
ensemble_produit(p) .masses = ...
ensemble_complet (g) .masses;

end

elseif isequal(length(ensemble_elements),1)

for k =

1 : length(ensemble_elements)

vecteur = ensemble_elements{k};

]
for

end
end

=1;
f =1 : length(vecteur)
if isequal(length(vecteur),1)
ensembleN{j} = [vecteur];
else
ensembleN{j} = [vecteur(£f)];
J ot
end

ensemble_produit(p) .elements = ensembleN;
ensembleN = {};
ensemble_produit(p) .masses = ensemble_complet(g).masses;

P

P+

elseif “isequal(ensemble_elements, [])
ensemble_produit(p) .elements = ensemble_complet(g) .elements;
ensemble_produit(p) .masses = ensemble_complet(g).masses;

end

P

p+t1;

419
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end

15.7.18 File : separation.m
W Y T Y A Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y Y T Y Y Y Y Y S Y

% Description: separates products in input data

h

% info: information from sources (initial data)
% sorte: type of separation

b

% retour: separated data (products)

% ignorance: total ignorance

% nombreElement:number of vectors in sets of each information

ToToToToToToToTo To o To o To o To o fo o oo Fo o o oo FoTo Yoo oo o Fo o Fo o Fo o oo o Fo o oo o Fo oo oo o oo o Fo Yoo oo o o o oo o Fo o o o o o o oo
function [retour,ignorance_nouveau,nombreElement] = separation(info,sorte)
global ADD

global MULT

global SOURCE

ADD = -2;

MULT = -1;

SOURCE = 2;

nouvelle_info = [1; Ystruc elements: set of vector
ensemble_monome = []; %cell (1,1) of matrix is empty
matrice_monome = [1; %cell (1,1) of matrix is empty
retour = [1;

ignorance_nouveau = [];
%% takes each elements of each sources and separates the products
[m,n] = size(info);
if "isequal(sorte,3)
for g=1:n
nombreElement (g) = length(info(g) .elements);
end
else
nombreElement (1) = 1;
end
%% case dynamic or two sources
if isequal(sorte,1)
%% variables

ligne =1;
colonne = 2;
ignorance = [1;

%% go through each sources
forg=1:n
ensemble = info(g) .elements;
vecteur_masse = info(g) .masses;
if isequal(g,SOURCE)
colonne = 1;
ligne 2;

end

%% go through each set of elements

for h = 1 : length(ensemble)
vecteur = ensemble{h};
nouveau_vecteur = [];
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nouvel_ensemble = {};
k =1;
%% go through each element of the vector
YA to separate the products and sums
for j = 1 : length(vecteur)
if “isequal(vecteur(j), ADD)
if “isequal (nouveau_vecteur, []) & “isequal(vecteur(j), MULT)
nouveau_vecteur = [nouveau_vecteur, vecteur(j)];
if isequal(j,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;
ignorance = [ignorance, nouveau_vecteur];
end
elseif “isequal(vecteur(j), MULT)
nouveau_vecteur = [vecteur(j)];
if isequal(j,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;
ignorance = [ignorance, nouveau_vecteur];
end
end
else
nouvel_ensemble{k} = nouveau_vecteur;

ignorance = [ignorance, nouveau_vecteur];
nouveau_vecteur = [];
k =k + 1;
end
end
nouvelle_info(g,h).elements = nouvel_ensemble;
nouvelle_info(g,h) .masses = vecteur_masse(h);

if isequal(g,1)
matrice_monome(ligne,colonne).elements = nouvel_ensemble;
matrice_monome(ligne,colonne) .masses = vecteur_masse(h);
colonne = colonne + 1;

elseif isequal(g,2)
matrice_monome(ligne,colonne).elements = nouvel_ensemble;
matrice_monome(ligne,colonne) .masses = vecteur_masse(h);
ligne = ligne + 1;

end

end
end
ignorance = unique(ignorance);
for r = 1 : length(ignorance)
ignorance_nouveau{r} = ignorance(r);
end
retour = matrice_monome;
%% case static
elseif isequal(sorte,2)
%% variables
f =1;
%% go through each sources
forg=1:n
ensemble = info(g) .elements;
vecteur_masse = info(g) .masses;
%% go through each set of elements
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for h = 1 : length(ensemble)
vecteur ensemble{h};
nouveau_vecteur = [];
nouvel_ensemble = {};
k =1;
%% go through each element of the vector
%o to separate the products and sums
for j = 1 : length(vecteur)
if “isequal(vecteur(j), ADD)
if “isequal(nouveau_vecteur, []) & “isequal(vecteur(j), MULT)
nouveau_vecteur = [nouveau_vecteur, vecteur(j)];
if isequal(j,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;
end
elseif “isequal(vecteur(j), MULT)
nouveau_vecteur = [vecteur(j)];
if isequal(j,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;

end
end
else
nouvel_ensemble{k} = nouveau_vecteur;
nouveau_vecteur = [];
k =k + 1;
end
end
ensemble_monome (f) .elements = nouvel_ensemble;
ensemble_monome (f) .masses = vecteur_masse(h);
f =f + 1;
end
end
ignorance = [];
retour = ensemble_monome;

%% case contraint
elseif isequal(sorte,3)
for g = 1 : length(info)
vecteur = info{g};
nouveau_vecteur = [];
nouvel_ensemble = {};
k =1;
for h = 1 : length(vecteur)
if “isequal(vecteur(h), ADD)
if “isequal(nouveau_vecteur, []) & “isequal(vecteur(h), MULT)
nouveau_vecteur = [nouveau_vecteur, vecteur(h)];
if isequal(h,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;
end
elseif “isequal(vecteur(h), MULT)
nouveau_vecteur = [vecteur(h)];
if isequal(h,length(vecteur))
nouvel_ensemble{k} = nouveau_vecteur;
end
end
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else
nouvel_ensemble{k} = nouveau_vecteur;
nouveau_vecteur = [];
k =k + 1;
end
end
nouvelle_contrainte{g} = nouvel_ensemble;
end
ignorance = [];
retour = nouvelle_contrainte;

end

15.7.19 File : separation_unique.m

Tololo oo 1o 1o 1o o 1o o o o oo oo To oo o o o oo o oo o ToTo o oo o o o oo oo oo oo o o oo o o o oo o oo oo o T o o oo oo oo o oo
% Description: separates products in input data, one info. at a time

b

% info: information from sources (initial data)

% sorte: type of separation

yA

% matrice_monome: separated data (products)

% ignorance: total ignorance

% nombreElement: number of vectors in sets of each information

Toto o To o To o o To o ToTo o To o o Jo o o To o o To o o To o o oo o To o o To o o To o o oo o Jo o o To o o To o o oo oo o o To o o To o oo o oo to o To o o To o

function [matrice_monome,ignorance,nombreElement] = ...
separation_unique(info,matrice_monome)

%#inbounds

h#trealonly

global ADD

global MULT

global SOURCE

ADD = -2;
MULT = -1;
SOURCE = 2;
nouvelle_info = []; %struc elements: set of vector
ignorance = [1;
if isequal(matrice_monome, [])
ligne = 1;
colonne = 1;
else
[m,n] = size(matrice_monome) ;
ligne =m + 1;
colonne = 1;
end

%% takes each elements of each sources and separates the products
[m,n] = size(info);
for g=1:n
nombreElement (g) = length(info(g) .elements);
end
%% go through each sources
for g=1:n
ensemble = info(g) .elements;
vecteur_masse info(g) .masses;

423
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%% go through each set of elements

for h = 1 : length(ensemble)
vecteur = ensemble{h};
nouveau_vecteur = [];
nouvel_ensemble = {};
k =1;

%% go through each elements of the vector
%% separates the products and sums

for j = 1 : length(vecteur)

if “isequal(vecteur(j), ADD)
if “isequal(nouveau_vecteur, []) & “isequal(vecteur(j), MULT)

nouveau_vecteur

[nouveau_vecteur, vecteur(j)];

if isequal(j,length(vecteur))

nouvel_ensemble{k}

ignorance
end

nouveau_vecteur;
[ignorance, nouveau_vecteur];

elseif “isequal(vecteur(j), MULT)

nouveau_vecteur

[vecteur(j)];

if isequal(j,length(vecteur))

nouvel_ensemble{k}

ignorance
end
end
else
nouvel_ensemble{k}
ignorance
nouveau_vecteur
k
end
end
nouvelle_info(g,h) .elements
nouvelle_info(g,h) .masses

matrice_monome (ligne,colonne) .elements
matrice_monome(ligne,colonne) .masses

colonne
end
end
ignorance

unique (ignorance) ;

15.7.20 File :

nouveau_vecteur;

[ignorance, nouveau_vecteur];

nouveau_vecteur;
[ignorance, nouveau_vecteur];

= [1;

k+1;

nouvel_ensemble;
vecteur_masse(h) ;
nouvel_ensemble;
= vecteur_masse(h);
colonne + 1;

somme_produit_complet.m
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)
)
)
)
A

matrice_contraire:

matrice_complet:

Description: function that converts input in sum of products
matrix in product of sums

matrix in sum of products

ToloToToo oo JoToto o o foTo oo o o o fo ToTo oo o o o Jo o To oo o o o o ToTo oo o o o o ToTo oo o o o Jo ToTo oo oo o o To oo o o o oo To o oo o o o

function [matrice_complet]

%#inbounds
%#realonly
ensemble_elements = {};
vecteur = [1;

somme_produit_complet(matrice_contraire);
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matrice = [1;

matrice_complet = [];

P =1

ensembleN = {};

[m,n] = size(matrice_contraire);

if “isempty(matrice_contraire(1,1).elements)

u 1;
v =1;
else
u = 2;
v = 2;
end

%% go through the sets and puts them in sum of product
for g=u:m
fort =v :n
ensemble_elements = matrice_contraire(g,t).elements;
if “isequal (ensemble_elements, {})
matrice_complet(g,t).elements = {};

matrice_complet(g,t) .masses = 0;

ensembleN = {};

if isequal(length(ensemble_elements), 1)
vecteur = ensemble_elements{1};
j - 1
ensembleN{j} = [1;

for £ = 1 : length(vecteur)
ensembleN{j} = [vecteur(f)];

j =3+ 1;
end
matrice_complet(g,t).elements = ensembleN;
matrice_complet(g,t) .masses = matrice_contraire(g,t).masses;

elseif length(ensemble_elements) >= 2
matrice_complet(g,t).elements = [];
changer = 0;
if length(ensemble_elements) >= 3
vecteurl = ensemble_elements{1};
vecteur?2 = ensemble_elements{2};
%file produit_somme_complet.m needed an ’~’ for the IF
%here to work as it should be.
if (length(vecteurl) > 1 & length(vecteur2) > 1)
matrice_complet(g,t).elements = ...
matrice_contraire(g,t) .elements;
matrice_complet(g,t) .masses = ...
matrice_contraire(g,t) .masses;

else
changer = 1 ;
end
else
changer = 1;
end
if isequal(changer,1);
matrice_complet(g,t).elements
i =1;

]
-~
-



426 REDUCING DSMT HYBRID RULE COMPLEXITY

for k = 1 : length(ensemble_elements) - 1
if (k < 2)

if (k + 1) > length(ensemble_elements)
length(ensemble_elements) ;

X
else

X k +1;
end
forw=%k : x
vecteur = ensemble_elements{w};
J =1;
for £ = 1 : length(vecteur)
if isequal(length(vecteur),1)
ensembleN{j} = [vecteur];
else
ensembleN{j}

J

[vecteur(£f)];
j ot

end
end

if isequal(i,1)
matrice(1,2) .elements = ensemblelN;

matrice(1,2) .masses = 0;
ensembleN = {};
i = 2;

elseif isequal(i,2)
matrice(2,1) .elements = ensemblel;

matrice(2,1) .masses = 0;

ensembleN = {};

i =1;

end
end
elseif (k >= 2) & (length(ensemble_elements) > 2)

w=k+ 1;
i=1

vecteur = ensemble_elements{w};
for £ = 1 : length(vecteur)
if isequal(length(vecteur),1)
ensembleN{j} = [vecteur];

else
ensembleN{j} = [vecteur(f)];
] =j o+ 1
end
end
matrice(1,2).elements = matrice_complet(g,t).elements;
matrice(1,2) .masses = 0;

matrice(2,1) .elements = ensemblelN;

matrice(2,1) .masses = 0;
ensembleN = {};
end
matrice = ordre_grandeur (matrice,2);

resultat = union_matrice(matrice);
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matrice(2,1) .elements = {};
matrice(1,2) .elements = {};

[s,b] = size(resultat);
forr=1:s
ford=1:0D
masse = resultat(r,d) .masses;
if isequal(masse, 0)
matrice_complet(g,t).elements = ...
resultat(r,d) .elements;
matrice_complet(g,t) .masses = ...

matrice_contraire(g,t) .masses;

end
end
end
end
end
elseif “isequal(ensemble_elements, [])

matrice_complet(g,t).elements = matrice_contraire(g,t).elements;
matrice_complet(g,t) .masses = matrice_contraire(g,t).masses;

end
end
end
end
if (g >=2) & (¢t >= 2)
matrice_complet = ordre_grandeur(matrice_complet,2);
end

15.7.21 File : tri.m
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% Description: function that sorts the elements

h

% matrice: matrix to sort, can be a set

% sorte: type of input [matrix | set]

yA

% retour: matrix, or set, once the elements are sorted

Tototo 1ot o Too To o To Toto oo o foTo Fo o Fo o o oo Fo o Fo o Fo o o Fo o Fo o Fo o o Fo o Voo Fo oo oo Fo o o o o oo o Fo oo o o o o o o Fo Fo o o o to o Fo Fo o
function [retour] = tri(matrice,sorte)

%#inbounds

%#realonly

%% case matrix

if isequal(sorte,1)

[m,n] = size(matrice);
ensemble_temp = [1;
ifm> 1
u = 2;
v = 2;
else
u=1;
v =1;
end

%% go through each elements of the matrix, sort them

427
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for h=u :m
for g =v :n
ensemble = matrice(h,g).elements;
for £ = 1 : length(ensemble)
for k = f + 1 : length(ensemble)

%% 1f they are the same length, look at each number, at
%% order them
if isequal(length(ensemble{f}),length(ensemble{k}))
if (ensemble{f} > ensemble{k})
ensemble_temp = ensemble{f};
ensemble{f} ensemble{k};
ensemble{k} ensemble_temp;
end
else
%% ifnot the same length, put at first, the smaller
if length(ensemble{f}) > length(ensemble{k})
ensemble_temp = ensemble{f};
ensemble{f} = ensemble{k};
ensemble{k} ensemble_temp;
end

end
end
end
matriceOut(h,g) .elements = ensemble;
matriceOut (h,g) .masses = matrice(h,g) .masses;

end
end
retour = matriceOut;
%/ case set
else
ensemble_temp = [1;
%% go through each elements of the set, sort them
for h = 1 : length(matrice)
ensemble_tri = matrice{h};
for £ = 1 : length(ensemble_tri)
for k = f + 1 : length(ensemble_tri)
if isequal(length(ensemble_tri{f}),length(ensemble_tri{k}))
if (ensemble_tri{f} > ensemble_tri{k})
ensemble_temp = ensemble_tri{f};
ensemble_tri{f} = ensemble_tri{k};
ensemble_tri{k} = ensemble_temp;

end
else
if length(ensemble_tri{f}) > length(ensemble_tri{k})
ensemble_temp = ensemble_tri{f};
ensemble_tri{f} = ensemble_tri{k};
ensemble_tri{k} = ensemble_temp;
end
end
end

end
ensembleOut{h} = ensemble_tri;
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end
retour = ensembleQut;
end

15.7.22 File : union_matrice.m
Tolo 1o oo oo JoToo o o ToToTo o o ot fo ToTo oo o oo Jo o To oo o o o o ToTo oo fo o o o ToTo oo o o o To To To o fo oo oo To oo o o o oo To o oo o o o
% Description: function that computes the union matrix and masses

% matrice_monome: objects and masses once separated, on the 1st line/column

% matrice_union : returns the result of the union and masses
TotoloTo T To ToTo To o To FoTo o o To o Fo Fo o To o To oo Foo Foto To o To Fo o Foo Fo oo fo o Foo Fo o oo Fo o o o o oo oo oo o o o fo o fo o Fo o o o To ot Fo o

function [matrice_union] = union_matrice(matrice_monome)

%#inbounds

%#realonly

matrice_union = [];

[m,n] = size(matrice_monome) ;
ensembleN = {};

ensembleM = {};

vecteurN = [1;

vecteurM = [1;

ensemblel = [1;

ensemble?2 = [1;

%% go through the 1st line and column, fill the union matrix
for g=2:n
ensembleN = matrice_monome(1l,g).elements;
if “isequal (ensembleN,{})
for h=2 :m
ensembleM = matrice_monome(h,1).elements;
if “isequal(ensembleM,{})
if isequal(ensembleN, ensembleM)
matrice_union(h,g) .elements = ensembleN;
matrice_union(h,g) .masses = matrice_monome(l,g).masses *...
matrice_monome(h,1) .masses;
else
%% put the identical ones (from same line) togheter
[ensembleM, ensembleN] = bon_ordre(ensembleM,ensemblelN) ;
%% verifies which one is the higher
if length(ensembleM) >= length(ensembleN)
ensemblel = ensemblel;
ensemble2 = ensemblelM;
else
ensemblel = ensemblelM;
ensemble2 = ensemblel;
end
end
%% f£ill the union matrix
nouvel_ensemble = {};
J =1;
for t = 1 : length(ensemblel)
for s = 1 : length(ensemble2)
if t <= length(ensemble2)
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if isequal(ensemble2{s},ensemblel{t})
nouvel_ensemble{j} = [ensemblel{t}];

else
vecteur = [ensemble2{s},ensemblel{t}];
nouvel_ensemble{j} = unique(vecteur);

end

else

if isequal(ensemblel{length(ensemble2)},ensemblel{t})
nouvel_ensemble{j} = [ensemblel{t}];

else
vecteur = ...

[ensemblel{length(ensemble2)},ensemblel{t}];

nouvel_ensemble{j} = unique(vecteur);

end
end
j=3+L
end
end
matrice_union(h,g) .elements = nouvel_ensemble;
matrice_union(h,g) .masses = matrice_monome(l,g).masses *...
matrice_monome(h,1) .masses;
end
end
end
end

matrice_union = ordre_grandeur (matrice_union,2);
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