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Abstract. We study a logical property that concerns the preservation
of future directed obligations that have not been fulfilled yet. We call this
property ’'propagation property’. The goal is to define a combination of
temporal and deontic logics which satisfies this property. Our starting
point is the product of temporal and deontic logics. We investigate some
modifications of the semantics of the product in order to satisfy the
propagation property, without losing too much of the basic properties of
the product. We arrive at a semantics in which we only consider ideal
histories that share the same past as the current one, and that enables an
interesting characterization of the states in which obligations propagate:
these are the states where there are no violations of present directed
obligations.

1 Introduction

A strong intuition concerning the interaction of deontic and temporal modalities
is that an obligation to achieve something in the future should propagate to
future moments if it is not met presently. This is particularly true for deadline
obligations; if I have to finish my paper before the end of the week, and I do not
finish it today, tomorrow I still have to finish it before the end of the week. But,
the propagation property also pertains to future directed obligations without a
deadline: if today I need to give a party someday, and I do not give the party
today, then tomorrow I still have to give the party someday.

We want to emphasize that such properties are only valid if we assume that
the ‘deontic realm’ is not changed by an explicit update of the norms that
construct it. What we call the ‘deontic realm’ is relative to the actual situation
and to an external body of norms that determines what the obligations of the
agent in the given situation are (e.g. a lawbook, or some other set of rules
the agents have to comply to). If we allowed the body of norms to vary, the
propagation property would not hold. For instance, to come back to the above
mentioned examples, there may be an unexpected extension of the deadline for
the paper, or my friends have waited in vain for too long and no longer demand
that I give the party. This means that I no longer have to finish the paper



before the end of the week, and, that I no longer have to organize the party. In
such cases, the preservation of the original obligations is not prolonged, due to
a change of the norms, and accordingly, a change of the deontic realm. In this
paper we will not be concerned with these explicit updates of the norms; we only
consider logical properties for the case where the norms are settled, and where
it makes sense to reason about the preservation and propagation of the resulting
obligations on the basis of what actually happens. So, the only changes of the
deontic realm we consider are the ones due to changes of the situation.

The problem of propagation of obligations is an instance of the more general
problem of the interaction of 'what is obligatory’ with 'what is actually the case’.
In deontic logic such interactions are only considered sporadically. For instance,
in SDL [18], we do not have the interaction property O(p V ) A —p = O(),
although it might be considered quite reasonable: if I have to be smart or strong,
and in fact I am not strong, I have to be smart. A possible ground for not wanting
this property is that in combination with 'weakening’, that is O () = O(p V1)),
which is valid in SDL, we get that O(p)A—¢ = O(¢). Thus by the combination
of weakening and the proposed interaction of obligations with conditions being
settled, we get that when there is a violation, everything is obligatory. Then,
two reactions are possible: (1) indeed this property is bad, and we have to see
what we can do to avoid it (while keeping the interaction with facts, in which
we are interested), or (2) maybe this property is not as bad as it seems. Below
we elaborate on both reactions.

If we want to avoid O(¢) A ~¢ = O() the obvious choice would be to
attack weakening. Ross’ famous paradox [17] indeed questions this property.
Ross’ paradox just says that O(p) = O(p V 9) is not intuitive under some
readings. For instance, being obliged to post a letter does not imply being obliged
to post or burn it. But many deontic logicians (see e.g., [11]) have argued that
the paradox is due to a naive interpretation of the formula. If we read O(¢p)
properly as ¢ is a necessary condition of any state that is optimal according to
ones obligations’; then the property poses no problems. Another way to say this
is that O(p) expresses an ‘at least’ reading of what is obligatory: it is obligatory
to at least satisfy (, but maybe other properties also have to be obligatory at
the same time.

Another way to avoid O(p) A ~¢ = O(%) is to refine the interaction be-
tween 'what is obligatory’ with ’what is actually the case’, i.e., to specialise the
interaction property O(¢ V1) A—¢ = O(1). Our point is to consider that what
happens today can only have an effect on what will be obligatory tomorrow, and
not on what is obligatory today. We follow the idea that one time step is needed
so that the deontic realm takes into account what happens. According to this
reading, if I have to be smart or strong today, then the fact I am in one of the
four possible situations (strong and smart, strong and not smart, etc.) does not
change my obligation to be either smart or strong. In one of these situations
(neither strong nor smart) the obligation is violated, while it is fulfilled in the
other ones. On the other hand, things change in a temporal context. Indeed, if
I have the obligation to be in Paris today or in Amsterdam tomorrow, then the



obligation I will have tomorrow will depend on what I do today: if I am not
in Paris today, then tomorrow I will have the obligation to be in Amsterdam,
otherwise I will not. (Whether I am in Paris or not today, today’s obligation
does not change, only tomorrow’s obligation does.) It is closely related to the
fact that an obligation only concerns the present or the future: an obligation
that yesterday I was in Paris does not make sense. Thus, in case I am not in
Paris today, tomorrow’s obligation will not be ’to be in Amsterdam or to have
been in Paris yesterday’ but simply ’to be in Amsterdam’. So in this paper
the interaction property we will consider is not O(¢ V ¥) A ~p = O(x)) but
O(pV X)) A—p = X0 (1), and we will call it propagation property.

As a further motivation for this work we will first point to some related
problems. Preservation properties have been studied for intentions. However,
intentions are preserved for a different reason. As Bratman [3, 4] explains, inten-
tions serve to stabilize an agent’s deliberations. An agent cannot continuously
reconsider his decisions, simply because usually there is no time to do that. It
is usually more rational to stick to reached decisions (thereby turning them into
intentions), and to only let achievement of that what is intended be a cause for
discharging the obligation. In AI (that is, Al as studied in computer science),
the best-known formalizations of rationality postulates for the phenomenon of
intention preservation are Rao and Georgeff’s ’'commitment strategies’ [15]. For
obligations, the reason to preserve them is different: they are preserved simply
because an agent has to meet up to his obligations at some point, unless, of
course, he is explicitly relieved from his obligations. But, as said, we do not con-
sider that issue in this paper. Another motivating example is the preservation of
goals in the mechanisms underlying agent programming languages like AgentS-
peak [16] and 3APL [12, 8]. Such agent programming languages usually comprise
programming rules that work on data structures for beliefs, plans and goals. The
goals in the 'goal bases’ of agent programs are often sets of propositional formulas
denoting properties the agent aims at making true. The operational semantics
of the programming languages typically treats the goals in the goal bases as
information that has to be preserved unless a state is reached where the agent
believes the goal is achieved. Of course, goals are not identical to obligations.
But it is clear that they at least share the phenomenon of propagation. One of
the motivations is thus to provide a logical basis for verification of agent pro-
grams against logically formulated rationality postulates about the propagation
of goals and obligations.

The present paper is organised as follows. Section 2 presents the product
of Linear Temporal Logic (LT'L) [14] and Standard Deontic Logic (SDL) [18],
which is an appropriate starting point for our investigation. Section 3 shows
that the propagation property is not compatible with the genuine product and
presents modifications of the product semantics which guarantee the propagation
of obligations. Section 5 concludes the paper.



2 Product of temporal and deontic logic

We present here standard deontic logic SDL [18], linear temporal logic LTL
[14], and their product logic LT'L x SDL. We choose the product as the starting
point because the commutativity properties, which are specific for products, cor-
respond to a setting without norm updates. As we explained in the introduction
we are not interested in explicit updates here.

2.1 Deontic and temporal logics

Deontic logic is the modal logic of obligation, permission, and prohibition.

Definition 1 (Deontic language). The deontic language DL is defined as
DL:=P| L |DL=DL|ODL)

The necessity operator O is read it is obligatory that. The possibility operator

P —0- is read it is permitted that. We can read O(—¢p) as it is prohibited
that .

The boolean operators are defined as usual:

d d d d
Dol TY L oives ™ o120 01 A (01 = )

The truth-relation |= between a world of a Kripke model and a formula is
given through the usual possible world semantics, with which we consider the
reader is familiar. Standard Deontic Logic SDL can be defined as the logic over
the language DL determined by the Kripke frames (W, R) such that R is serial,
i.e. as the set of the DL-formulas that are valid in every frame (W, R) such that
R is serial. In a deontic frame, W is the set of the worlds, and the intuitive
reading of R is that it associates each world with a set of ideal worlds, in which
every obligation is fulfilled.

Definition 2 (Temporal language). We consider a monadic operator X called
next, and a dyadic operator U called until. Given a set P of atomic propositions,
the temporal language T L is defined as

TLw=P| L|TL=TL| X TL|TLUTL

The informal meaning of the temporal operators X and U are as follows:
X: “at the next moment, ¢ will hold.”
w1 U pa: “po will eventually hold at some moment m, while 7 holds from now
until the moment before m.”

The temporal operators F' (finally, or eventually), G (globally, or always)
and Fgj (before k time units) are defined as the following abbreviations (the
boolean operators are defined as for DL):

def

def le; def [ @it k=0
Fo=TUp Gy = Iy F<k<p—{vangwelse



Definition 3 (Linear temporal structure and model). We consider here
a linear, infinite, and discrete time. The unique temporal frame is (N, <) where

— N is the set of the natural numbers.
— < is the usual strict order on the natural numbers.

Given a set of atomic propositions P, a temporal valuation V is a function
V : N — 2P which associates each state with a set of atomic propositions.

Let us define the satisfaction relation between a state of a model and a
temporal formula.

Definition 4 (Satisfaction). Given a set of atomic propositions P, a temporal
valuation V, a moment i € N, and a formula ¢ of T L, the satisfaction relation
= is defined by induction on ¢ as follows:

iEDp if peV(i) where p € P
¥ L

iEpi=p ff if iEp1 then i s
i=Xo iff i+lEe

i1 Upy iff 3i'>i suchthat i | @y and
Vi"eN if i<i’<i then "=

The logic formulated in the language 7 £ which is determined by the unique
frame (N, <) is called LT'L (Linear Temporal Logic)[14].

2.2 Temporal and deontic product

We define here the product of temporal and deontic logics. The product frames
correspond to the usual product definition [10] (see figure 1 for an illustration).

W,R

Wy ° ° °

Wy v <: ] <: <R

Wo Y Ry
& N, <

Fig. 1. Illustration of the product (N, <) x (W, R)



Definition 5 (Product frame, product model). Let T = (N, <) and D =
(W, R) be respectively a temporal frame and a deontic frame. Then the product
frame T x D is a triple (S, <y, Rq) where

— S =NXW (the set of the states) is the Cartesian product of the set N of the
natural numbers, viewed as a set of moments, and the set W of the worlds,

— <¢C S x S is the temporal relation on states such that (i,w) <4 (i',w') if
and only if i < i’ and w = w’,

— Rq C S x S is the deontic relation on the states such that (i, w)Rq(i',w’) if
and only if wRw' and i = 1'. We then say that w' is an ideal world of w at
moment i, or that (i,w') is an ideal state of (i,w).

Given a set P of atomic propositions, a valuation V' for T x D is a function
V : S — 2F that associates each state with a set of atomic propositions. The pair
(T x D,V) is then called a product model based on T x D.

The language of the product logic LT'L x SDL combines LT L operators and
S DL operator.

Definition 6 (Syntax of LTL x SDL). Given a countable set P of atomic
propositions, the temporal deontic language TDL of LTL x SDL is defined by:

TDL:=P | L | TDL=TDL | X(TDL) | TPLU TDL | O(TDL)

Usual boolean and temporal operators defined as abbreviations in the definition
of temporal and deontic languages (definitions 1 and 2 respectively) are also
available.

We can now define the satisfaction relation for the deontic and temporal
product logic.

Definition 7 (Satisfaction). A formula ¢ of TDL is interpreted on a state of
a product model. Given a product model ((S, <¢, Rq),V), a state s = (i,w) € S,
and a formula ¢, we can define the satisfaction relation = by induction on @:

sEXp iff G+ 1,w)Ee where s=(i,w)
sEpiUws dff 38 25 such that s E v and

Vs” € 8 if < 8" < 8 then s E e
where “<; 7 is defined by  s<y 8 iff s<is or s=4

sEOp iff Vs eS if sRgs’ then s Ep

A product model (W, <y, Rq), V) satisfies a formula ¢ if every state of the prod-
uct satisfies it.

A product frame F = (W, <., Rq) validates a formula ¢ if every model based
on F satisfies it.

A formula ¢ is valid if every product frame validates it.



Let us elaborate on the interaction of the temporal and deontic dimensions.
For instance, there is no difference between “it is permitted that ¢ holds to-
morrow”, and “tomorrow, ¢ will be permitted”. This corresponds to the valid-
ity of P(X¢p) <& XPy. Indeed, let s = (i,w) € W be a state. Suppose that
s = P(X ). Then there is a state s’ = (i’,w’) such that sRys’ and s’ = X¢. So
(i+1,w") E ¢. And thus (i + 1,w) E Pp. So we can deduce s = X Pp. In the
same way, we can show that F X Py = PX¢. Then,

EPXyp & XPoy
This property can also be formulated as follows
EOXy & XOyp (1)

The above commutativity properties are typical for product logics. The prop-
erties reflect the fact the deontic realm is not updated, as we said in the intro-
duction. So, if it is obligatory to go to Paris tomorrow, then tomorrow it will
be obligatory to go to Paris immediately, and vice versa. Now the question of
the next section is whether or not we can add propagation properties to the
temporal deontic product while leaving the product intact: is there a non-empty
(and interesting) subset of the product frames which validate the propagation
property? Intuitively, this should not be the case: propagation means that obli-
gations are ‘created’ for future moments. The trigger for this creation is the
circumstance that the obligations are not met presently.

3 Adding a propagation property

We want to consider a propagation property as general as possible. For instance
we want to capture the obligation with deadline, or the obligation to meet some-
thing eventually (without deadline). The obligation to satisfy ¢ now, or ¢ next
seems to be the most general kind of obligation for which we want to study the
propagation. Indeed, the obligation with deadline O(F¢y(p)) can be re-written
O(pV XFci_1(p)), and the obligation to satisfy ¢ eventually O(F¢) can be
re-written O (¢ V X F(p)).

As a first attempt for formalizing a propagation property to be added to the
product logic, we consider:

O(pVXY)AN=p = XO() (2)

If it is obligatory to meet ¢ now, or ¥ next, and ¢ is not satisfied now, then it
will be obligatory mext to meet 1.

As argued in the introduction, we would not want that from the propaga-
tion property and the properties of the temporal deontic logic it follows that
Op AN~ = XO(v). Yet this property does follow from 2 in combination
with (a temporal variant of) weakening of obligations: Op = O(p V Xv). To
solve this problem, we re-formalize the propagation property, in order to prevent



that in combination with temporal weakening it can be used to derive this un-
wanted property. To achieve this, in the propagation property, we exclude that
O(pV X)) holds only because O(y) holds®, and we thus arrive at the following
property instead of (2):

O(pVXYP)AN=0pA—p = XO(V) (3)

Similarly, we may explicitly exclude that O(p V X1) holds only because
O(X1) holds. So we may formulate the propagation formula as follows:

O(pVXP)AN-O0pAN-OXYpAN—p = XO) (4)

However, with the product property X O¢p < O X g, property 4 is equivalent
with O(eV X)) A=0p A—=0Xp) A—p = OX. This, in turn, is logically
equivalent with O(p V X¢)) A =Op A ~p = OX1, which is exactly the same
property as 3. So, in the product setting, properties 3 and 4 are equivalent.

But, now we have to conclude that the propagation property is not compat-
ible with a genuine product: we can consistently add property 3 to the product
logic, but we will never have a case where X O(¢) is really a consequence of O(pV
X 1) A=0p A=y being true. In fact, a product model satisfies property 4 only if
it does not satisfy the hypothesis O(pV X)) A=O0(p) A= O (X)) A—p. (Indeed,
if a product model satisfied the hypothesis O(¢V X)) A=0(p) A= O (X)) A,
in some state s, for some ¢ and 1, then we could deduce =X O(v) in s.) This
corresponds to a product model where all the ideal states of a given state have
the same valuation, which is clearly not interesting to work with.

The only way to preserve the propagation property is then to drop the ‘no
learning’ property X O¢p = O X . So, we will no longer have a genuine product.
But this is in accordance with intuitions. Obligations may now be transferred
to future states. The above discussion shows that this is incompatible with a
product; we have to allow some dynamics in the deontic dimensions because
obligations may be inherited from earlier states. We do however preserve the
‘perfect recall’ property OX ¢ = X Op that expresses that no obligations are
‘forgotten’ over time. Note that this last property is sufficient to ensure that
properties 3 and 4 are equivalent. So, in the rest of the paper, we will study
property 3, which is shorter.

3.1 Restricting the ideal states

Our goal in this section will be to define a semantics that satisfies the propagation
property and the perfect recall property. To account for propagation, in the
semantics we have to introduce a stronger interaction between what happens
and what is obligatory, i.e., between what is true in the current world and what
is true in the (next) ideal worlds. If we want to satisfy the perfect recall property,
the set of ideal worlds in the next state is a subset of the set of the ideal worlds
in the current state. The principle of propagation then should point us to what

3 Another strategy might be to attack the temporal weakening property directly.



subset to take. Our idea is that for ideal worlds at a next moment we should
only take into account the worlds that share the same past as the current world
until the present moment. This reflects the idea that what is deontically ideal at
the next moment depends on what actually occurs presently.

Below, we first define the predicate SamePast(s,s’) which says that the
states s and s’ of a temporal deontic model share the same past :

SamePast((i,w), (i",w')) < i=i AVji<i V({w)=V(w)
When interpreting an obligation in a state s, we only consider the states s’ which
satisfy sRgs’ and SamePast(s,s’).

Definition 8 (Semantics of the obligation (2)). Given a product model
(S, <, Rq), a state s, and a formula ¢, we now consider the following semantics
for obligation:

sEOp iff Vs'eS if (SamePast(s';s) and sRys') then s ¢

With this new semantics, the deontic realm is described by fewer and fewer
worlds (which means that more and more formulas are obligatory) when time
passes. This is conform the fact that we keep O(X¢) = X O(y), and avoid
X O(p) = O(Xp); no obligations are forgotten, but some obligations may ap-
pear (in particular when they are propagated from a more general obligation in
the previous state).
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Fig. 2. Semantics of obligation

Let us illustrate, by the way of an example, how an obligation may propagate.
Consider the product model illustrated in Figure 2, where, in state (0, wq), histo-
ries wj, ws, and ws, are ideal. Then, we have for instance
0,wg E O(pV XXp) A —p. Since wg does not satisfy p at instant 0, the his-
tory w; which satisfies p at instant 0 is not ideal anymore at the next instant.



So, only wo and ws (which satisfy X Xp at instant 0) remain ideal at instant 1.
Thus, the propagation applies, and we have 0,wy = X O(Xp). Let us now state
the propagation property and propose a proof in the general case where ¢ is a
propositional formula and i can be any formula.

Property 1 (Propagation property). Let M be a temporal deontic product model.
Then it satisfies the propagation property for the obligation operator of defini-
tion 8:

MEO(pVXY)A=0(p)A—p = XO)

for ¢ propositional formula, and 1 any formula.

Proof. Let M = ((S, <¢, Rq), V) be a temporal deontic model, and s = (i,w) € S
a state such that s = O(oVXY)A=0(p)A—-p. Every s’ such that SamePast(s, s)
and sRys’ satisfies ¢ V X1, and it is not the case that every such s’ satisfies
©. If some of these states s’ = (i, w’) have the same valuation as s, then they
satisfy —p (since s E —¢), and ¢ V X1. So, they satisfy X«. Thus, for every
state (i + 1,w’) which is ideal from (i + 1, w) and has the same past as (i + 1, w)
satisfies 9, i.e., (i + 1,w) = O%. Otherwise (if none of the states s’ have the
same valuation as s), there is no ideal state having the same past as (i + 1, w).
So, every formula is obligatory in (i + 1, w). In particular, (i + 1,w) = Ov. O

The fact that ¢ is a propositional formula in accordance with intuition. In-
deed, the propagation property expresses that what will be obligatory at the
next step may depend on what happens now (p not being true). So it is natural
to consider that ¢ is a formula which only concerns the present moment, i.e. a
propositional formula. Otherwise, if ¢ contained future operators, what will be
obligatory at the next step would depend on something which has not happened
yet.

So we have that some of the obligations that may appear at a next state are
due to the propagation property. In fact, the following property claims that the
propagation property completely characterizes the new obligations that appear.

Property 2 (Characterization of new obligations). For any formula 1, if in a state
s both the formulas X O(¢) and - O (X)) hold, then there exists a propositional
formula ¢ such that

sk O(pVXY)A-p

So, if there will be next an obligation to satisfy 1 and if this obligation is
new (i.e., now, there is no obligation to meet ¢ next), then it is due to a current
obligation to satisfy ¢ V X1 where ¢ is propositional and not fulfilled.

Proof. Let ¢ a formula and s a state such that s F XO(¥) A ~O(Xv). Let E
the set of the ideal states of s which do not satisfy X:

Y {s' €8S/ sRs" and s’ E =X}



We now define the set V(E) of all the valuations of states in E. This set is finite

(even if F is infinite) because it belongs to 22" V(E) = {V(s) / s € E}. Then

we define the propositional formula

o=\ (Ap A N\

veEV(E) pEV pEv

Then every ideal state of s either satisfies X or is in F and satisfies ¢. So
s = O(p Vv X9).

Moreover, since s = X O(v), the states in E - which do not satisfy X
- become not ideal at the next step. So they do not share the same atomic
propositions with s. Thus s | —. a

Unfortunately, not everything is fine. In particular, the deontically ideal
worlds may shrink to the empty set when time passes, as we saw in the proof of
property 1. This conflicts with our desire to stay in accordance with S DL where
obligations are always consistent: =0 L. Another formulation is the D axiom:
Op = Py. Then, if from a state s, there is no ideal state with the same past,
these properties cannot be satisfied, and every formula is obligatory in s, includ-
ing s = O_L. In particular this occurs if there is a violation of a proposition p in
a state s = (i, w), i.e., if s = p A O(—p). In this case no ideal state is associated
with (7 + 1, w).

Property 3. With the new semantics of the obligation, the D axiom is not valid:
F-0(Ll) and ¥ Op = Py for any formula ¢

Proof. The problem is due to the fact that there may be states without any ideal
states with the same past. Indeed, let ((S, <4, Rq), V') be a product model, and
s € S a state such that no other state has the same past as s. (It is easy to build
such a model.) Then, according to definition 8, s = L, which invalidates the D
axiom. a

As a solution to this problem, we might consider to add a constraint on the
models expressing that from every state there exists an ideal state with the same
past.

Definition 9 (Ideal existence constraint on models). Let M = ((S, <4
,Rq), V) be a temporal deontic product model. We say that M satisfies the ideal
existence constraint if

VseS 3s'e€ S suchthat sRqs’ and SamePast(s,s’)
This constraint now guarantees validity of the D-axiom.

Property 4 (D axiom). Let M be a temporal deontic product model that satisfies
the ideal existence constraint. Then

M =-0Ll orequivalently Mk Op= Py

for any formula .



Proof. Let M = ((S,<4,Rq),V) be a temporal deontic product model that
satisfies the ideal existence constraint, and s € S a state. From definition 9 we
have that there exists an ideal state s’ with the same past as s. So, from the
definition of obligation (definition 8), s = =0O(L). O

However, again we have to face a problem: the ideal existence constraint
interacts with the identical past criterion in an undesirable way. In particular,
if there is a simple obligation Op that is violated in the current world, the
identical past criterion demands that all ideal next worlds satisfy —p in their
previous state. However, of these there can be none, since otherwise we would
not have had Op. But then, under the identical past criterion, there can be no
ideal next worlds as soon as there is a simple obligation Op that is violated
presently. But then this directly conflicts with the ideal existence constraint. So,
if in our logic, we impose both properties, we actually get that obligations can
never be violated.

Property 5 (No violation). Let M be a model satisfying the ideal existence con-
straint and ¢ a formula. Then M = —(p A O(—y)).

The conclusion has to be that we still have to refine the semantics: the vio-
lation of obligations should be possible, without losing the interaction between
what happens and the deontic realm.

3.2 Levels of deontic ideality

Another way to view the problem of the previous section is to say that the
semantics should be able to deal with ‘contrary to duty’ (CTD) situations. In
states where there is a violation, something happens that is contrary to what is
obligatory for that state. It should not be the case that such situations cause the
deontic realm to collapse. So when there is a violation, it should still be possible
to point out what is obligatory and what not, despite of the violation in the
present state.

We look for a solution to the problem by switching to levels of ideality.
Rather than an accessibility relation which gives the ideal states, we consider a
preference relation <4, where s <4 s’ means that the state s’ is “better” than the
state s. This allows us to have several “levels of ideality”. The ideal states will
be the best states among those which share the same past as the current state.
The idea is now that if a state (¢, w) violates an obligation of a propositional
formula then the ideal states of (i + 1,w) are states which were not ideal for
(i, w): the deontic realm thus switches to a lower level of ideality. This contrasts
with the setting of the previous section, where in this case there would be no
ideal states left.



Definition 10 (Temporal deontic frame and model). A temporal deontic
frame
(S, <, <q) 1is defined as the product (N, <) x (W, <pres) of a temporal frame
(N, <) and a deontic frame (W, <pref), where <pref, considered as a preference
relation, is a total quasi-order (total and transitive relation) on W.

A temporal deontic model is defined as a product model based on a temporal
deontic frame.

For the temporal and boolean operators the satisfaction relation is defined
as above. For the obligation operator it is defined as follows.

Definition 11 (Semantics of the obligation (3)). Given a temporal deontic
model
((S,<¢,<4),V), and a state s € S, ¢ is obligatory if there is a state with the
same past as s such that every “better” state with the same past satisfies .
sEO¢ iff 3s'€ S such that SamePast(s,s’) and
and Vs" €S if (SamePast(s,s")Ns <q8") then s§" ¢

Remark 1. If every set of states has at least one maximum element for the quasi-
order <q4 (i.e., the relation >4, defined by s >4 ' iff s’ <y s, is a well-quasi-order),
then we can define the set of the best states among those having the same past:

BestSamePast(s) = {s’ € S/ SamePast(s,s’) and
Vs" €S if SamePast(s,s”) then s” <45}
And the semantic definition of O(p) becomes more simple:
skE Op iff Vs' € BestSamePast(s) s ¢

For the newly defined models (definition 10) with levels of ideality, there is
no need for a constraint to guarantee the validity of the D axiom. Indeed, the
existence of a state with the same past is guaranteed by the current state itself.
Thus the existence of ideal states is also guaranteed. (Recall that the ideal states
are the best among those which share the same past as the current state.) So
the D axiom is valid and violations can be satisfied.

However, there still is a phenomenon that has to be considered more closely.
When an obligation of a proposition p is violated in a state (i, w), then the ideal
states at the step 74 1 are completely disjoint from the ideal states at the step .
This is easy to see: if (i,w) = —pA Op, then all the ideal states of (i, w) satisfy p.
On the other hand, the ideal states of (i + 1, w) have the same past as (i + 1, w),
and thus they are states (i + 1,w’) such that (i,w’) does not satisfy p. So none
of the ideal worlds of (i, w) are ideal for (i + 1,w) and vice versa. The problem
is now that in such states, the propagation property is not guaranteed anymore
because of the change to a completely different set of lower level ideal worlds.

Actually, the condition that makes the set of ideal worlds change between
(1, w) and (i + 1, w) is a little more general than suggested by the example with
the violation of an atomic proposition. More in general, the condition concerns
the violation of an obligation for any propositional formula which can be seen
as an immediate obligation, that is, any propositional formula concerning the
present moment. So, if such an obligation is violated, the current ideal worlds



will not be considered as ideal in the future. The current norms become obsolete,
and we switch to the norms of a lower level. If not, we have a strong link between
what is obligatory now and next, and the propagation property holds.

To characterize these two kinds of states, we define the condition
IdealSameProp(s) on a state s which expresses that for every state with the
same past as s, there is better state which still has the same past at the next
step. This condition ensures that some of the current ideal worlds are still ideal
at the next step.

Given a temporal deontic model ((S, <, <4),V) and a state s € S,

IdealSameProp(s) ©ovses it SamePast(s,s’) then
ds” € S such that SamePast(s,s”) and V(s) =V(s") and s <q5"

Remark 2. If (W, Zprey) is a well-quasi-order, then I'dealSameProp(s) is defined
in a more simple way:
f

IdealSameProp(s) © 35 e BestSamePast(s) such that V(s) =V(s)

Property 6. Given a temporal deontic model ((S, <¢, <4),V) and a state s € S,
the condition I'dealSameProp(s) holds iff there is no violation of a propositional
formula in s, that is, iff for any propositional formula ¢, s = =(O0(p) A ).

Proof. We first prove that if IdealSameProp(s) does not hold, then there is
some propositional formula ¢ such that s = O(p) A =p. We then prove the
other direction.

<<’ : Suppose that IdealSameProp(s) does not hold, i.e.,

Js’ € S such that SamePast(s,s’) and
Vs" 248 if SamePast(s,s”) then V(s)#£V(s")

Then, we consider such a state s’ and define the set VAL(s') of all the
valuations of the states which are at least as good as s’ and share the same past.

VAL(s") = {V(s") ] 8 <qas” and SamePast(s’,s”)}

V AL(s") is finite since it is included in the set 22" Let us consider the proposi-
tional formula ¢ defined as follows:

e\ (Ap A Aw)

veEVAL(s') pEV p¢v

Since every such state s” has a valuation which is distinct from the valuation
of s, then s = —p. Besides, from the definition of obligation we have that s |
O(p). Thus, s = O(p) A .

'=": Let us suppose now that there exists some propositional formula ¢ such
that s = O(p) A —p. Then,

ds’ € S such that SamePast(s,s’) and
Vs 248 if SamePast(s,s") then s" ¢



Every such s” has a valuation which differs from the valuation of s, i.e., V(s”) #
V(s), since s = = and s” |= . Therefore, Ideal SameProp(s) does not hold.
O

In a state s that satisfies IdealSameProp(s), the deontic realm that will
be considered next is a subset of the current deontic realm. So we still have,
as in section 3.1, that no obligations are forgotten, but some may appear. If
IdealSameProp(s), then s = O(Xy) = X O(p), but X O(p) = O(X¢) does
not hold necessarily.

Property 7 (Propagation). A state which does not satisfy any violation of a
propositional formula satisfies the propagation property.
If IdealSameProp(s) then

sEO(@VXY)AN-0pN—p = X0y
for ¢ propositional formula, and 1 any formula.

Proof. The proof is similar to the proof of property 1 in section 3.1, except that
we have not the case where every formula is obligatory in the temporal successor
of s. O

We still have, as in section 3.1, property 2, a more precise characterization.

Property 8 (Characterization of new obligations). For any formula 1, if in a state
s, which satisfies IdealSameProp(s), both the formulas X O(¢)) and =0 (X))
hold, then there exists a propositional formula ¢ such that

s OV XP)A=0(p) A g

When an obligation appears, it is necessary due to the propagation of some more
general obligation in the previous state. So the propagation property completely
characterizes the new obligations that appear.

Proof. The proof follows the same idea as the proof of property 2 in section
3.1. ad

As said in the introduction of section 3, as a consequence of the general
propagation property, if a state s satisfies Ideal SameProp(s), then it satisfies the
following property of propagation for an obligation with deadline, since F¢rp &
oV XF¢p_1p, for k> 0:

s = O(F<kp) N=0(p) N~ = XO(Fgp-10)

for any deadline £ > 0, and ¢ propositional formula. This property expresses
that if it is obligatory to satisfy ¢ before a deadline k (and it is not obligatory
to satisfy it now) then, if ¢ is not true now, the obligation is propagated.

In a state which does not satisfy IdealSameProp, that is, a state which
violates an obligation of some propositional formula, the deontic realm of the
next state switches to a lower level. We consider that when a state violates the
present rules, then they become obsolete. In such a state, O(X¢) = X O(yp) is
not guaranteed, and neither is any link between what is satisfied in the current
state, and what is obligatory next.



4 Branching time structures

Many proposals to combine temporal and deontic concepts use a branching time
structure, where the ideal alternatives are subsets of the possible future worlds
[13,2,1,9]. This has several advantages. In particular, the principle “must implies
can” is guaranteed. And our “identical past” criterion is automatically satisfied
by branching time structures. However, some of the intuitive properties we have
discussed in this paper do not necessarily hold in a branching time setting, and
may be hard to implement. For instance, we consider that an atomic proposition
p can be both true in the current state and false in some ideal state. In pure
branching time approaches [1,2] this is usually not possible. Branching time
approaches thus have problems modelling immediate obligations. For example,
O(p) A —p is not satisfiable in such logics.

An exception has to be made for deontic STIT formalisms [13], where mo-
ments are partitioned into choices, and where a proposition can be obligatory
but not true at the same moment. However, it is quite unclear how to imple-
ment a principle of propagation in the conceptually rich setting of STIT models.
Actually, we can represent our model in a tree like view as in STIT theory by
putting together the histories sharing the same past. In a STIT framework, the
moment /history pairs (m,h) would naturally correspond to our states (i, w),
and the histories h to our deontic worlds w. To have a branching time view, the
states (i,w) that share the same past would be represented by a unique mo-
ment m. So two deontic worlds w and w’ that share the same past until ¢ would
naturally be represented by histories that go through the moment m, where m
represents both states (i, w) and (i, w’). But in the STIT framework, there is a
valuation of atomic propositions for every moment/history pair. So two histories
that go trough the same moment m, also go trough the same moments w’ for
every w’ < w, while the valuation they have may differ. Our model can thus
be easily translated to a STIT setting under the restriction that two histories
sharing the same past moments also share the same valuation on these moments.
More formally, for a moment m, and two histories h; and hs,

(m € hy and m € hs) if and only if (Ym' <mV¥p e P m',hy = p iff m', hs = p)

The strict operator < allows us to have different valuations for the same moment
m depending on the history we consider, if the histories split after this moment.
Our framework is close to a STIT framework with this restriction. To charac-
terize a state (called moment in a STIT model) that satisfies IdealSameProp
corresponds in such a STIT model to a moment/history pair (m, h) which has
the same valuation as some pair (m,h’), where A’ is ideal. Such pairs, which
would need a formal characterization, would satisfy the propagation properties
we have studied.

5 Conclusion

In this paper, we have studied properties concerning the propagation of obliga-
tions for the future that have not been fulfilled yet. Because we do not want



to consider explicit updates of the deontic realm, we started with a product
of temporal and deontic logics, and concluded that to account for propagation
properties we had to drop the property of ‘no learning’. Going through some
“hybrid” semantics, we settled on a semantics with levels of ideality exposing
interesting similarities with branching time STIT settings. We characterized the
states where obligations are propagated: these are the states in which no imme-
diate obligations are violated. In such states, obligations are not forgotten, and
the new obligations are due to the propagation of some past obligations which
are not fulfilled yet. On the other hand, in the states which violate immediate
obligations, the ideal states switch to a lower level of ideality, and the obligations
of the next state do not depend on what is true now.

The propagation of obligations has been studied in the restricted case of
dedicated operators for obligations with a deadline, for instance in [5-7,9]. But,
to our knowledge, the more general propagation property we have focused on is
new.

We only considered a linear time setting with one agent. We cannot express
“must implies can”, nor “it is obligatory to make something possible”, nor “it is
obligatory for an agent to do something”. Therefore it would be interesting to
further develop the link with STIT models mentioned in section 4. We plan to
formalize it and thus study the propagation of obligations in a framework which
allows branching time and multi-agents reasoning.

Another issue is the decidability of our logic. A clue is that the genuine
product LTL x SDL is decidable (see [10] for the decidability of LT L x K), but
the decision problem is non elementary.
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